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PREFACE

This text is intended for science and engineering students pursuing a post
graduate course on solution of ordinary and partial differential equations. It
presents theoretical background and principles for variational methods and fi-
nite element methods with application of polynomial splines. As a pri-requisite
material, it requires basic knowledge in mathematical analysis, differential
equations, numerical analysis and computing. The lecture notes cover the
following related topics:

e Distributions

e Variational Calculus

e Polynomial splines

e Finite element methods

There is extensive literature published on variational methods and finite el-
ement methods, (cf. [1,2,3,4,5,6,7,8,9]) In this text, we present a compact
lecture notes on theory and application of the methods based on variational
principles.

The distributions, weak solutions of differential equations and spline functions
are naturally associated with calculus of variations and finite element meth-
ods. We present these areas of Mathematics in the above listed four chapters.
Each chapter ends with a number of exercises. It is taken for granted that the
reader will have access to computer facilities to aid in the solving of some of
the exercises.

Most of the material of this book has its origin based on lecture courses given
to advanced undergraduate and postgraduate students.

There is also a hope that users will find a number of interesting algorithms,
many variants of polynomial splines and useful models of finite element method.
Basic theory of the methods has been amplified and designed for those readers
who will wish to study effective techniques of solution of differential equations.
The text contains lengthy proofs and formulae. They are not necessary to un-
derstand the methods and to use them practically, but they lead to better
theoretical knowledge.
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Chapter 1

Distributions

1.1 Schwarz’s Definition of Distributions

Let 2 C R™ be a domain and let C§°(£2) be the set of all infinitely differentiable
functions which have support in €, i.e., ¢» € C§°(Q) if and only if

1. (a) 9 has all derivatives in €,
(b) supp ¢(x) C Q,

where

supp ¥(x) = {x = (x1, 29, ....,x,) € Q : Y(x) # 0}.

We note that every function ¢ € C§°(€2) vanishes at the boundary 02 of the
domain €2 together with all its derivatives.

Example 1.1 Let us consider the following function:

u(z) = { exp(—aza_zzz) if lr|<a, a>0,
0 if x| >a,
This function has all its derivatives at each v € Q) = R and
supp Ya(r) = [—a,a] C R
Therefore, ¥, € C§° ().
Below, we give Schwarz’s definition of a distribution.

Definition 1.1 A linear functional F(v¢), o € C§°(2) is said to be a distri-
bution in the domain Q if and only if for every compact domain S C €0 there
exist constants m and K such that

[F()| < K ) sup [D%()|

ja|<m ©€5

1



for any ¢ € C§°(S), where the multi subscript & = (a1, @, ..., ), and the
derivative

ol ()

Du(z) =
u(@) OxtOxg? - - - Qaon’

lal = a1 +ag 4+ - + an.

1.2 Dirac 6 and Heaviside Distributions.

Dirac’s §. Dirac’s 0 was introduced by Dirac in a model equation with a
source of energy concentrated at a point. Then, ¢ was defined by the following
conditions:

1. 0(z) =0 for x #0,

2. /_O:O d(z)dr = 1.

The quantity ¢ determined by conditions 1 and 2 is not a function, but it is
an original distribution. In the theory of distributions, Dirac’s d is considered
as a distribution defined by the following formula:

d(v) =(0) forany o € C5°(R). (1.1)

Let us check that ¢ given by formula (1.1) is a distribution in the sense of
Schwarz’s definition (1.1). Indeed, ¢ is a linear functional, since

(A1 + Aatha) = Mth1(0) + Agth2(0) = Ard(th1) + Aad(¥2).

for every numbers A1, A2 and 1,12 € C5°(€2).
Also, § satisfies the inequality

0() = [(0)] < sup ()],
for the constants m = 0, K =1 and any ¢ € C§°(R).

Let us note that § — distribution is a limit of the sequence of the following
functions:

1 1
0 of z<—— or z>—,
n n
Sur) =1
5 if ——<z<

Y

S|=
S|

for n=1,2,...;
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N |S

_% 0
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Fig. 7.1. d,(x)

Indeed .
/ on(x)dr =1 forevery n=1,2 ..;
and .
Lim dp(x)de = 1.
Hence )
Jim [ ou@)(ayde =2 lim [ wa)de = 0(0),

for any ¢ € C§°(R).
Heaviside’s distribution. Let us consider the following functional:

Fu() = [~ @),
for any ¢ € C§°(R).

The functional Fy (1) is called Heaviside’s distribution. Let us note that
Fr(v) satisfies definition (1.1). Namely, Fiy(v) is a linear functional, since

Fru(Mr 4+ Aaths) = /000 Mi(x) + Aotpo(x)]dr =
= )\1 Aoo ’wl(l’)dl’ + )\2 Aoo ’wg(l’)dl’ = )\1FH(’¢11) + )\QFH(wg)

for arbitrary numbers A;, Ay and 11,12 € C§°(R).
Also, we have

Falw)l = | [ ola)dal < Kmax|b(@)], € CR(R).

where K is a measure of the support supp ¥ (z).



1.3 Generalized Functions

Generalized functions are distributions which are determined by locally inte-
grable functions.

Let f be a locally integrable function in the domain 2, i.e., there exists the
integral

/Sf(at)d:v < 00

for any compact domain S C 2.
Then, we consider the linear functional

Fy(w) = | fa)y(e)da

for any ¢ € C§°(Q).

The functional Fy(1)) is a distribution in the sense of definition (1.1) deter-
mined by the locally integrable function f. Indeed, F;(¢) is a bounded linear
functional, since

()] = | [ f@)b(@)de] < K sup ()],

zeS

for any ¢ € C§°(S) and a compact domain S C €2, where

K = [ 1f@)lda.

Thus, every locally integrable function f determines a distribution Fy(v)), ¢ €
Ce(Q).
Obviously, the locally integrable functions f and g determine the same dis-
tribution, i.e., Fy(¢) = Fy(¢) for any ¢ € C5°(Q), if f(z) = g(z) almost
everywhere in €).
1 However, there exist certain distributions which are not generalized func-
tions. For instance, 0 — distribution is not a generalized function, since it is
not determined by any locally integrable function. Indeed, if § is a generalized
function then

6W) = [ f@)b(a)da (1:2)
for any 1) € C§°(R) and certain locally integrable function f in R.
On the other hand 0(¢)) = 1(0). Therefore

| t@ya)dz = v (0) (13)

—0o0

! f(z) = g() almost everywhere in Q if this equality holds for all 2 € Q — Qo, where Qo has a
measure equal to zero.



for any ¢ € C§°(R). Let

2
a .
w(@{exp(—az_ﬂ) if lel<a, a>0,
0 if x| > a.

Then, by (1.3)

| t@p@da = [ @) ep(- " )de —exp(<1). (14)

But, we can choose such a that

|| fl@)exp(=——3)de| < exp(-1).

The last inequality contradicts equality (1.4). Therefore, there is not a locally
integrable function on R for which the equality (1.2) holds.

Derivatives of distributions. Let F(¢)) be a distribution given in the do-
main (). Then, the first derivative of F'(¢) with respect to z;, j =1,2,....,n
is defined by the formula

OF(Y) _
8l’j N

%
Ox;

—F(=), j=12..n, (1.5)

for any ¢ € C§°(Q).
If the distribution F'(v) is a generalized function determined by a locally in-
tegrable function f then, by (1.5), its derivative

aFf ‘
— =1,2,...,n.
- [ 1@ 8%0;1« j=1.2m

We can thus say that a derivative of a distribution is also a distribution.
Higher order derivatives of a distribution are determined by the following for-
mula:

I"F (1))
Ok

for any ¢ € C§°(2) and integer k.
Hence, the derivative of a generalized function is:

akF k
fw /f 3¢

= (—DFF(5), i=1,2..n, (1.6)

&B

7=12,...n. (1.7)

for any ¢ € C§°(€2) and an integer k.



Example 1.2 Find all derivatives of Heawiside’s distribution

Fulv) = [ v(e)do

Since Heaviside’s distribution is a generalized function determined by the fol-
lowing locally integrable function:

1 if x>0,
H(:B):{
if <0,

by the formula (1.6), its first derivative

dFu () o dy
= = 0) =(0) =9d(v).
I | gt = —(00) +4(0) = ¥(0) = ()
Thus, the first derivative of Heaviside’s distribution is ¢ distribution.
In order to find higher order derivatives of Fiy (1), we apply formula (1.7).
Then, we have

dkF w dkw dk—lw dk—lw 0 B dk—lw 0
= o [ s = VM - S - 0
for k> 1.

Let us note that H(x) is a discontinuous function at x = 0. However, H(z)
determines Heaviside’s distribution F (1) which has all derivatives.

Example 1.3 Let us consider the following distributions determined by the
trigonometric functions:

1. Fgn(¥) = /OO Y(x)sin x dx,

—0o0

e}

2 Funw) = | (@) cos v da,

—0o0

By formula (1.7), we obtain

Fain / —sinz dr = —[¢(x) sinz|*, + /_OO Y(x)cos v dz = Fos(1),
Feos / — cosx dr = —[¢p(x) cos x| >, — /_oo Y(x)sin x de = —Fy, (1),
So that 0F () AF ()
— = Fos(¥), —dr = —Fan (V).



Let us now consider derivatives of the generalized function F, (). If there
exists a locally integrable function v in the domain 2 such that

Dol B o]
/Qu&val&v‘;z . ”&E%nda: =(—1) /Qv(:v)w(:v)da:

1

for any i € C§°(2), then the generalized function

F() = (1) [ o(e)i(a)de

is the generalized derivative of u of order |a/.

Example 1.4 The function u = exp(x; + x3) determines the distribution

F.(¢) = /_O:O /_Z exp(zy + x2)Y(r1, x2)dr1dre, Y € C(‘)X’(Rz).

Because

2

oo oo 0 oo o
~/—oo w/—oo eXp(Il T $2) 81’151’2 d$1d$2 = ~/—oo ~/—oo eXp(Il + $2)w(I17 $2)d$1d$2.

therefore, the generalized derivative of u = u = exp(zy + x2) is the same func-
tion u.

1.4 Weak Solutions

Let us consider equation (2.1)

Z_Z = f($)> YIS (07 1)7 (18)
where .
1 if 0<x< 27
f(z) =

1
As we know, f(x) determines the distribution
1
Fy(v) = [ (a)dr.

Thus, we can write equation (1.8) in terms of distributions

dF, (1))
dx

—F), ¥ eCEO,1).



or in the equivalent form

L dy 1 .
—/0 uhda _/0 F@)(z)de, ¥ e C2(0,1). (1.9)
Let us observe that the function
r if 0<z< %,
u(z) =

s if f<a<l,
satisfies the variational equation (1.9). Therefore, the distribution

Fu0) = [ ula)iyde, v e G0,

is called a weak solution of the differential equation (1.8). This solution is
not differentiable at = = % So, u(x) cannot be a regular solution of equation
(1.8). The function u(z) is the most regular representation of the distribution
F,().

We shall now introduce the idea of weak solutions of a linear differential equa-
tion. A linear differential equation can be written in the following form:

laf
Lu= Y Aa(:v)a 0"u

al az .« . . o]
o<k 11 0xs Qxfn

= f(z), x€Q, (1.10)

where the coefficients A, € C*(Q) and f is a locally integrable function in €.
Then, the Lagrange’s conjugate differential equation to (1.10) is:
olel(Ayv)
L'v = —1)lel < = Q.
v= 2 (=) 0zt 0xy? - - - Qaon f(z), we

| <k

Let us write the variational form of the differential equation (1.10) as follows:

/Q w(@) L (a)de = /Q Fla)b(z)de, (1.11)

for any ¢ € C§°(Q).
Then, the distribution
F¥) = [ ul@i(@)de, v eCrE®)
determined by (1.11) is a weak solution of the differential equation (1.10).

Example 1.5 Let us consider the Poisson equation
82u 82u { 0 Zf i) 7é 1-— Z1,

USE —+ = =
2 2
oxi  0x3

A r=(r1,22) € Q, (1.12)

1 Zf 1’2:1—1’1,

with the homogeneous boundary condition, i.e., u(z,y) =0 for x € 0S), where
Q={r=(x1,22) : 0<my,29<1}.



The Poisson equation does not have a differentiable solution. However, it
possesses a weak solution. Namely, the Lagrange’s conjugate equation to (1.12)
is the same Poisson’s equation. Therefore its variational form is:

/Qu(ffbffz)Aw(fEbez)dﬂ?ldIz = /95(551 + 22 — 1)Yp(21, 22)dr1d2s

for any 1 € C§°(£2), where
0 Zf T2 7é 1-— Z1,

f($1>z2) =
1 Zf To = 1-— Z1.
Then, the continuous function
T1T2 if @y <1—m,
u(xy, za) =

(1 — 1’1)(1 — 1’2) Zf Ty > 1 — I,

is the most regular representative of the weak solution

F.(v) :/Qu(atl,atg)w(:cl,:cg)dzlzcg

of Poisson’s equation (1.12).

l’gA
1
u=(1—z1)(1—z2)
U=T1To
0 1 =

Fig. 7.2. u(zy,x2)

Sobolev’s space W (2). The Sobolev’s space W () is naturally associated
with both regular and weak solutions of differential equations. This space can
be introduced in the following two ways:

L.
Wi (Q) ={u : Due Ln(Q), |al <1}

where
Lo(9) = {u [/Q u(z)|mdQ % < +o0, m > 1}
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2. The space W (Q) is the closure of the set C§°(€2) in the norm

|ul| = [/Q ST |DElymdQ) ., m > 1.

| <l

For a sufficiently regular domain €2, conditions 1 and 2 are equivalent. Later
on, we shall also use the subspace W2(Q), m > 2, [ > 1 of the space W/ (Q).
The subspace WY () can be obtained as a closure of the set C§°(£2) in the
norm of the Sobolev’s space W ().

Let us note that every function u € W () vanishes at the boundary 9 of the
domain €2 together with all its derivatives up to the order [ — 1. For instance,
if u € W'(R), then u vanishes at +oo. In fact, elements of the Sobolev’s
space W! () are generalized functions. where the integers m and [ determine
regularity of u. For example, if a generalized function u € W', then there
exists a continuous function u in C'(£2) which vanishes at the boundary 0f2 of
Q. The regularity of any u € W! () has been established in the following
theorem:

Theorem 1.1 (cf. [21]) Ifu € W] (Q) and an integer k satisfies the inequality
m(l — k) > n then there exists a function u € C*(Q) and a constant M such
that

ul|cr @) < M |ullw: (-



Chapter 2

Variational Calculus

2.1 Introduction

As we know the finite difference methods for solving differential equations are
applicable when a differentiable regular solution exists. Obviously, the exis-
tence of regular solutions of a differential equation depends on its coefficients.
Differential equations with discontinuous coefficients may not have differen-
tiable solutions, however, they may have weak solutions, instead. This is a
restriction for the range of differential equations for which the finite difference
method can be used successfully. Nevertheless, weak solutions as well as reg-
ular solutions can be approximated by variational methods or finite element
methods. These methods are based on variational principles and the theory
of distributions. In order to present the essence of variational and finite ele-
ment methods we have given in the previous chapter a preliminary description
of distributions, generalized functions and weak solutions. We shall start by
introducing the idea of weak solutions using the following simple differential
equation:
. 1
du 1 if 0<zx< 2
pt o (2.1)
0 if 3 <z <1,

with the initial value condition u(0) = 0.
One can check that

r if 0<x<

N | —

u(w) = 1

N | —

satisfies the equation (2.1) at each x # 1. Obviously, u(x) is not differentiable
at = 3. Thus, u(z) cannot be a regular solution of equation (2.1) in the
interval [0,1]. However, u(z) is called a weak solution of (2.1), since u(z)

11
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satisfies the following variational equation:

Dy ayde = [ v

o dx
or, integrating by parts

1 1
[ @ = [ v,
for any ¢ € C§°(0,1),! where

In general, regular solutions of a differential equation are differentiable func-
tions up to the order of a differential equation. However, weak solutions of
a differential equation are distributions that satisfy relevant variational equa-
tions and they may not be differentiable at some points.

2.2 Variational Problems

Variational problems and equations are closely related with Euler-Lagrange-
Ostrogradsky equation. We shall start with derivation of Euler-Lagrange-
Ostrogradsky equation for the following functional (cf. [4]):

F(u) = /QG(:E,u,um)da:, (2.2)

determined by a sufficiently smooth function G(z, ¢, ) given for x = (1, 2, ...,
x,) €Q, ¢ € R and r = (ry,r9,...,7,) € R", where  C R" is a bounded
domain.

The variational problem to find a minimum of the functional F'(u) leads to
Euler-Lagrange-Ostrogradsky equation. This equation is a necessary condition
for the existence of a minimum of the functional F'(u) in a convex set. In order
to find a minimum of F'(u), we can apply Ritz or Galerkin methods. These
methods, we shall present later on. Now, let us concentrate on Euler-Lagrange-
Ostrogradsky equation.

Variational Principle 2.1 Find a minimum of the functional F(u) in the
convex set C;(Q) of all twice continuously differentiable functions in the closed
domain ) which satisfy the boundary condition

v(z) = ¢(x), x € 0.

1C8°(0.1) is the class of all infinitely times differentiable functions on interval [0, 1] which vanish
together with all derivatives at t =0and z =1
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The equivalent statement for the problem (2.1) is:

Variational Principle 2.2 Find a function v € C3(Q) which satisfies the
inequality

F(u) < F(v)
for allv € C3(Q).

If u is an element of the space C3(€2) at which F'(u) attains its minimum, then
we shall write it as follows:
F(u) = min F(v).
() veC? () (v)
The necessary condition. We shall obtain Euler-Lagrange-Ostrogradsky
equation as a necessary condition for existence of a minimum of F'(u) in C3(€).

Let us assume that v € C2(Q) is a solution of the variational problem (2.2).
Then, the function

= /QG(:E,U +tn, up +tn)dr, —oo <t < oo, (2.3)
attains its minimum at ¢ = 0 for any n € C3(Q2). Therefore
dd(t
% =0 for t=0. (2.4)
On the other hand
d<1>(t) 8G " 0G On
dt 8u "t Z < Or; &El Jdz. (2:5)
Integrating by parts, we obtain
oG 877 "0 8G
= 2.
/ Z « Or; &El /772 0x; 87’1 (2:6)
Hence, by (2.4), (2.5) and (2. ) we arrive at the equation
"0 8G
/ Z (5, dr =0 (2.7)

1

for any n € CZ(Q).

Because equation (2.7) holds for each n € CZ(Q), and G(z,q,r) is a con-
tinuously differentiable function, therefore by (2.7), we obtain the following
Euler-Lagrange-Ostrogradsky Equation

oG & 0 ,0G

ou o &Bi(@m

We shall write this equation in the following explicit form:
" 9°G Q% "0°G ou . 0°G oG
Z Or;0r; 0x,0x; * Z oudzx; 8—:BZ * ; or;0x; - ou

i,0=1 =1

Ydz = 0. (2.8)

=0. (2.9)
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Example 2.1 Let us note that the Fuler’s equation of the functional

b du 9
F(u) = / G(x,u,——)dr, ue Cya,b).
a dl’
i one space variable x has the following form:
oG d 0G
i Gedlh G 2.1
ou d:E( 87’) 0, (2.10)
where G(x,q,7) is a given smooth function of the variables x € [a,b], q,r €

(—00,00).

We can write this equation in the explicit form
06 PG PO a PG b
dq Oxdq Oqor dez  Or? dax®

Example 2.2 Consider the functional
b 0
F(u) :/a [(8—1)2 ~ o(x)u? — 2f uldz
Find Euler’s equation of the functional F(u).

Example 2.3 Let us find the necessary condition for existence of a minimum
of the following functional:

F(u) = /Q[(aa—;l)2 + (88—;)2 + o (21, xo)u? — 2f (21, T2)u]dx

in the convex set C3(Q), where o(x1,12) > 0, f(x1,72) and ¢(x1,x2) are
gen continuous functions in £ and on OS2, respectively.

The function
G(z,q,r) =11+ 715+ 0(x)q’ — 2f(2)q
is continuous with respect to the variables z, ¢ and r = (r1,72) and infinitely
continuously differentiable with respect to the variables ¢ and r. Therefore,
by the equation (2.9), we obtain the following Euler-Lagrange-Ostrogradsky
equation:
Pu  *u
or?  0x3

with the boundary value condition

+o(x)u=f(z), xe€q,

u(w1,x2) = ¢(x1,22),  (r1,22) € L

Thus, any minimum of the functional F'(u) must be a solution of the Euler-
Lagrange-Ostrogradsky equation.

The Euler-Lagrange-Ostrogradsky equation has many important applications
in different areas of mathematics and physics. In this text, Euler’s equation
is used as a base for variational methods and finite element methods. We
shall present these methods in the next sections. As an application of the
Euler-Lagrange-Ostrogradsky equation in mechanics, the Hamilton Principle
and Newton laws of motion can be derived from this equation.
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2.3 Relationship Between Linear Differential Equations
and Variational Problems

In the previous section, we have shown that if the functional F'(u) attains its
minimum at « then the function u (or distribution u) is a solution of Euler’s
equation which satisfies the boundary value condition

u=¢ on O

As we know, Euler’s equation is the necessary condition for existence of a min-
imum of a functional F'(u). For certain class of functionals, Euler’s equation
is also a sufficient condition for existence of the minimum of F'(u). This class
of functionals, we present below.

Let us consider the following equation:

Lu= f(z), z€Q, (2.11)

where L is a linear operator in the Hilbert space H, and a given function f is
an element of H.

We assume that the operator L is positive definite in the space H. Thus, L
satisfies the conditions of the following definition:

Definition 2.1 A linear operator L is said to be positive definite in the Hilbert
space H if

1. L is a symmetric operator, and its domain D(L) is dense everywhere in
H,i.e (Lu,v)=(u,Lv), foranyu,ve D(L) and D(L)=H,

2. there exists a constant v > 0 such that

(Lu,u) > y(u,u) forall wue D(L).

2

d
Example 2.4 Let us consider the operator L = _d—z with its domain D(L) =
T
CZ(0,a). This operator is positive definite in the Hilbert space H = Lo(0, a)

of all functions square integrable on the interval [0, a]. Indeed, we know that
the domain D(L) = C§(0,a) is dense everywhere in the space Ly(0,a), i.e.
C2 = Ly(0,a). Also, L is a symmetric operator, since

a  d*y @ du dv a d*v
(Lu,v)—/o —Evdzc— ; %%dz—/o u(—ﬁ)dz— (u, Lv)

for any u,v € C3(0,a).
To check the last condition of definition, we note that

= du(t)
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Hence, by Cauchy’s inequality
= du(t) a du
20\ _ autt) 12 U2 g0
W () [/0 ~2 i _a/o [ 2da
Integrating both sides of the above inequality, we obtain
a a du
R 2/ M2, 2.12
ll? = [ wide < a? [ [ (2.12)

But p p
a _u 9 o a _u _
/0 [dzv] der = /0 us dr = (Lu,u),

x
so that, by (2.12)

(Lu.u) > a®(u,u)  forany u € Cg(0,a).

Therefore constant v = —.
a

Let us consider the class of functionals of the following form:
F(u) = (Lu,u) = 2(f,u), weD(L), feH, (2.13)

where L is a positive definite operator in the Hilbert space H.
The real number
(Lu,u)

is called energy of u.

Now, we shall show that Euler’s equation is necessary and sufficient condition
for existence of a minimum in domain D(L) of the functional F'(u), provided
that L is a positive definite operator.

The following theorem holds:

Theorem 2.1 Let L be a linear operator positive definite in the Hilbert space
H.
Ifu € D(L) is a regular solution of the linear equation

Lu=f(z), z€9Q, feH, (2.14)
then the functional F(u) attains its minimum at uw € D(L), i.e.,

F(u) = min F(v),

and if the functional F(u) attains its minimum at v € D(L), then u is a
reqular solution of the linear equation

Lu= f(z), z€9Q, fe€H
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Proof. At first, let us assume that v € D(L) is a regular solution ? of the
linear equation

Lu=f(x), 2€Q, feH.
Then, the following identity holds:

F(v) = (Lv,v) = 2(f,v) = (Lv,v) = 2(Lu, v) = (L(v — u), v — u) — (Lu,u)
for any v € D(L).
Hence

vénDi(ri) F(v)= vénDi(ri)[(L(v —u),v—u) — (Lu,u)] = —(Lu,u).

Therefore
F(u)= min F(v)=—(L .
(u) = min F(v) = —(Lu,u)
If w € D(L) is a solution of the linear equation (2.14), then the functional
F(u) attains its minimum in D(L) at u.
Now, let us assume that the functional F'(u) attain its minimum at certain
u € D(L), i.e.,
F(u)= min F D(L).
(w) i (v), weD(L)

Then, the following inequality holds:
F(u) < F(u+tn)

for any n € D(L) UCy(Q) and t € (—00.00). ? Because the quadratic function
of the real variable ¢

F(u+tn) = t*(Ln,n) + 2t[(Lu,n) = (f,n)] + F(u)
attains its minimum at ¢ = 0, it follows that

dF (u+tn)
dt

for any n € D(L) U Cy(R2).
Hence u € D(L) is the regular solution of the linear equation Lu = f, f € H.
This ends the proof.
Let us note that Lu = f is the Euler’s equation for the functional F'(u) which
is determined by a positive definite operator L in the Hilbert space H. Also,
by theorem (2.1), this equation has a regular solution u € D(L) if and only if
the functional F'(u) attains its minimum at v € D(L).
Theorem (2.1) concerns only regular solutions of differential equations. We
shall consider existence and uniqueness of weak solutions of a linear equation
in the next section. Now, let us illustrate theorem (2.1) with the following
example:

2

=(Lu—f,n) =0, at t=0,

u is a regular solution of the equation Lu = f if u € D(L)
3Co(9) is the set of all continuous functions in Q which vanish at the boundary 9§ of €.
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2

Example 2.5 Since the operator L = o 1s positive definite in the space
x

H = Ly(0,a), when D(L) = CZ(0,a), therefore, w € D(L) is a reqular solution

of the boundary value problem
_ dPu(w)
dx?

u(0) =0, u(a) =0

:f(I)a f€L2(0>a)> OSI’SCL,

if and only if the functional

du

Plu) = (Lu,u) = 2(f.0) = [ = 2 @pule)lda

attains its minimum at uw € D(L) = C3(0,a).

2.4 Existence and Uniqueness of Weak Solutions

Let us consider the linear equation
Lu=f(z), z€Q, feH, (2.15)

where L is a positive definite operator in the Hilbert space H.
By theorem (2.1), this equation has a regular solution v € D(L) if and only if
the functional

F(v) = (Lv,v) —2(f,v), veD(F), feH, (2.16)

attains its minimum at u € D(L).

At first, let us note that the domain D(F') of the functional F' is essentially
greater than the domain D(L) of the operator L. Indeed, if v € D(L) then,
evidently v € D(F'), so that D(L) C D(F'). However, there are elements of
D(F') which do not belong to D(L). For instance, when

Lv = _dz_v and D(L) = C2(0,a) (2.17)
T A2 = ~ol% ), ‘
the functional
a 2 a
F(v) = (Lv,v) — 2(f,) :/0 [—%v—%%}]dx :/0 [(3—1)2 —2fvldr (2.18)

is well defined at all v € D(F) = W(0,a) *. However, there are functions in
the Sobolev space W{'(0,a) which are not twice differentiable in the interval
[0, a]. Therefore, D(L) is a proper subset of D(F'), i.e., D(L) C D(F).

AW3(0, a) is the space of all functions which have first derivatives integrable with square and
vanish at the ends of the interval [0, a]
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Nevertheless, the domain D(L) can be enlarged up to the domain D(F") by the
so-called Fridrich’s closure of the set D(L). By the assumption, the operator
L is positive definite in the Hilbert space H. We can therefore introduce the
new inner product

(u,v)p = (Lu,v), forany wu,v € D(L),
in the domain D(L) C H, determined by the operator L. Then, the new norm

|lul|z =/ (Lu, ), u € D(L).

Now, we shall consider the closure D(L) of the domain D(L) in the norm
|| = ||z. This closure is the new Hilbert space

H,=D(L)CH

in which the functional F'(u) is well definite. The domain D(F') of the func-
tional F'(u) equals Hy, i.e., D(F') = Hy. In the literature, Hy, is called as the
Fridrich’s space or energetic space, since the norm ||ul||, is the energy of u.

Example 2.6 As we know, the differential operator

d*v

=2
v dz?’

ve D(L) =C3(0,a)
is positive definite in the space Ly(0,a). Therefore, the inner product
(u>'U)L = (Lu,v), u,v € Cg(0>a)

determines energy of u as the norm

@ du
] = y/(Lu,w) =/ ["(Gde. weCi0.a).

Thus, the closure of the domain CZ(0,a) in the norm ||— || implies the Sobolev
space W90, a), i.e., then the energetic space

Hp = D(L) = C¢(0,a) = WJ(0,a).

Let us observe that || — ||1 is the norm in the energetic space H, = W3'(0,a),
and it is a pseudo-norm in the Hilbert’s space H = Ly(0,a), °

Below, we shall state and prove the fundamental theorem of variational calcu-
lus on existence and uniqueness of extremals of a functional.

®note that, the norm ||¢||z of a constant ¢ is equal to zero, but, if ¢ € W2*, then ¢ = 0.
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Theorem 2.2 If operator L is positive definite in the Hilbert space H, then
there exists a unique element uyg € Hy, at which the functional

F(U):(LU,U)—2(f,U), f€H>
attains its minimum in the energetic space Hy, and

F(up) = min F(v) = —(ug, uo), = —(Lug, up).
veEH

Proof. By the assumption, the operator L is positive definite in the Hilbert
space H. Therefore, there exists a constant v > 0 such that

(u,u)r, = (Lu,u) > vy(u,u), forany wué€ D(L).
Hence, by Cauchy’s inequality
|1/}

()| < Il < WHUHL for any we€ Hy.
The linear functional (f,u) is continuous in the Hilbert space Hy. Therefore,
by Riesz theorem, there exists an element ug € Hy, such that
(f,u) = (ug,u), forany we€ H, f€H.
Then, we have
F(u) = (u,u)p —2(ug,u)r, = (u—wup,u —ug)r, — (uo, uo)r, w€ Hp. (2.19)
Hence, the functional F'(u) attains its minimum at ug € Hp, i.e.,

min F(v) = —(up,u0)r = F(up).

Now, let us show that ug is a unique element in H;, at which the functional
F(u) attains its minimum. Let w; € Hp be also an element at which F'(u)
attains its minimum in Hy. Then, we have

F(up) < F(u1) and  F(uy) < F(up)

This means that

On the other hand, by (2.19)
F(ul) = (u1 — Ug, U1 — UQ) — (UQ,UQ)L = (u1 — Ug, U1 — UQ) — F(UQ)

Hence (u; — up, u; — up) = 0 and u; = ug. This ends the proof.
The element ug € Hy, at which the functional F(u) attains its minimum in the
energetic space Hy, is called a weak solution of the linear equation

Lu = f(z), xreQ, feH

If ug € D(L) then ug becomes a reqular solution of this equation.
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Example 2.7 Let us consider the following equation.:

d?u(z) { 0 if 0<z<y,

(2.20)

As we know, the operator L is positive definite in the space H = L5(0,1)
and the energetic space H;, = W(0,1). Therefore, by theorem (2.2) the
functional

F(w) = () = 2(5,0) = [ ()~ of@pualds, we Hy,

0 if 0<z<g,
—4 if %<x§1,

fx) =

attains its minimum in W(0,1) at the unique function

1 : 1
—5 if 0<z<3,

up(z) = { (2.21)

202 = 2o+ 1 if $<ax<l.

Then, the value of this minimum is:

Flug) = —(ug.1u0), = —/O1 F@)uo(z)dr = ——.

So that, ug € WP(0, 1) is the unique weak solution of the differential equation
(2.20), but ug is not a regular solution of this equation, since ug(z) is not twice

differentiable at z = %

2.5 Variational Equations

In this section, we shall consider variational equations associated with positive
definite operators. We shall then show that such equations are equivalent with
relevant variational problems. Let L be a positive definite operator in the
Hilbert space H. Multiplying the linear equation

Lu=f(z), z€9Q, feH, (2.22)
by n € Hy, we obtain the variational form of this equation

(Lu,n) = (f.n), [fe€H, (2.23)

for any n € Hy.
The following theorem holds:
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Theorem 2.3 If L is a positive definite operator in the Hilbert space H, then
there exists a unique solution ug € Hy, of the variational equation

(Lu,n) = (f,n), forany n€ Hp (2.24)
at which the functional

F(u) = (Lu,u) — 2(f,u), feH,
attains its minimum in the energetic space Hy,.

Proof. By theorem (2.2), there exists a unique element ug € Hy, at which the
functional F'(u) attains its minimum in the energetic space Hp,, so that

F(ug+tn) < F(up)

for any n € Hp, —oo <t < 0.
Since

F(uog+1tn) = (L(uo +1tn),uo +tn) — 2(fuo + tn)
= (Ln, n)t* 4 2[(Luo,n) — (f, )]t + F(uo) > F(uo),
it follows that

(Ln,n)t* + 2[(Luo,n) — (f, )]t >0

for any n € Hy and t € (—o00, 00).
Hence
(Luo,n) = (f,n) forany ne Hp.

To complete the proof, we should show that at each solution ug € Hy, of (2.24),
the functional F'(u) attains its minimum in the space Hy,. Since L is a positive
definite operator in the Hilbert space H, we have

F(n) — F(uo) = F(uo + (1 — uo)) — F(uo) = (L(n — uo),n — up) > 0

for any n € Hy.
Hence
F(up) < F(n) forany ne€ Hp,
and
F(up) = min F(v).

veEH

Example 2.8 Let us recall equation (2.20)

2 0 if 0<z<i
Lu=_12 “(f) - ? (2.25)
dx —4 if L<az<i,
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with the homogeneous boundary conditions u(0) =0, wu(1l)=0.
The variational form of this equation is:

1d2u(z)n($) Iy — U du(z) n( 4/

o dz? 0o dx dz

for any n € H, = W(0.1).
By theorem (2.3), this equation has the unique weak solution uy € Hy given
by the formula (2.21). Indeed

L dug dn

U d?u(x) 5 d77
Jo da? n(w) dv = 0o dx d:vd T2 dzdz_l_/ dz _4/ nde.

for any n € W(0,1).

2.6 Ritz and Galerkin Methods

The Ritz’s Method. We shall apply Ritz’s method to find a minimum of
the functional

F(v) = (Lv,v) —2(f,v), ve Hy,, feH, (2.26)

in the energetic space Hyp, where L is a positive definite operator in the
Hilbert’s space H.
First, we choose a complete set of elements in the space Hp,

¢17¢27--->¢n7---; ¢i€HL, 2212,

The elements ¢;, 1,2, ...; are called the Ritz’s coordinates in the space Hy. We
can approximate an element u € Hy, by a linear combination

a1¢1 + aspa + - -+ anon

with a given accuracy € > 0, so that for every € > 0 there exists an integer N
such that
Ju— (a1¢1 + azpz + - - +anon)||L < e

Next, we find
Uy = a1Q1 + azp2 + -+ - + anoy

at which the functional F'(v) attains minimum in the subspace

XN - Span{¢1> ¢2> sy QSN}

of the space Hy. Obviously, uy € Xy approximates the element u € H; with
the error ||uy — ul|.
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In order to determine the coefficients aq, as, ..., an, we consider the following
function:

<I>(Cl1, Qaa, ...aN) = F(algbl + a2¢2 + -+ aN¢N)

N
Z Lo, o azak—2z fi¢i)a

||PH12

This quadratic function has its minimum at a point aj, a}, ..., @} if and only if

OB (aj, a3, .., ay)

8ak

=0, for k=1,2,..., V. (2.27)

On the other hand

8@(&1, as, ...
8ak

N
Z L¢Z7¢k i 2(.f> ¢k)> for k= 1727 >N (228)

Comparing (2.27) and (2.28), we arrive at the following Ritz’s system of linear
equations:

(Lor, p1)ar + (Lpz, ¢1)az + - - - + (Lén, ¢1)ran = (f, ¢1)
(Lo, p2)ar + (L2, ¢2)az + - - - + (Lon, p2)an = (f, ¢2)

(Lo, ¢3)ar + (Lps, ¢1)az + - - - + (Lon, ¢3)an = (f, ¢3)
(2.29)

(Lo1, on)ar + (Loo, dn)ag + - - - + (Lén, on)an = (f, on)

Let us note that the matrix A = {(¢;, ¢x)}, i,k = 1,2,..., N of Ritz’s system
of equations (2.29) is non-singular, since it is a Gram’s matrix of linearly in-
dependent elements ¢1, ¢o, ..., ¢n. Therefore, this system of equations has the
unique solution aj, a}, ..., @} which uniquely determines uy € Xy C Hp,.

Example 2.9 let us recall equation (2.7)

(2.30)
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As we know, in this example the energetic space H, = W(0,1). We can
choose the set of linearly independent functions in the space W(0,.1) as
follows:

Op(r) =sin krz, 0<zx<1, k=12, ..

So that
/{?2 2
2 2 1. . I if k=1,
(Lok, ¢1) = k1 / sin krx sinlrxdr = 2 (2.31)
0 0 if k#1,
and
1 if k=1,3,5,7,...
1
(f, o) 2—4/1 sink mx dr = k‘i 2 if k=2,6,10,14,...; (2.32)
1 T
2
0 if k=4,81216,...
Whence
1 if k=1,3,57, ...
G =133 2 if k=2,6,10,14,...; (2.33)

0 if k=4,81216,...

Thus, the Ritz’s approximation of the weak solution wug(x) is:

2
un(z) = —[—sinmz + % sin 2wx — = sin 3rr—
™
1 1
~5 sin b + & sin 6rz — = sin 7rx — 0 sin 9+ (2.34)
2 . .
+——=sin10mz — —< sin 11wz — - -+ + a}y sin N7z].

103 113

Let us note that the function uy(z) given by formula (2.34) is the partial sum
of the Fourier series of the weak solution wug(z).
In order to solve the equation

d*u(x)
dx?

with the homogeneous boundary value conditions for a continuous function
f(z), we can use the following Mathematica module

= f(x), a<az<b (2.35)

Program 2.1 Mathematica module that solves the equation (2.35).
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ritz[f_,psi_,n_,a_,b_]:=
Module[{ },
m=Table[Integrate[D[psilx,i],x]*D[psilx,k],x],{x,a,b}],
{i,1,n},{k,1,n}];
p=Table[Integrate[f [x]*psilx,i],{x,a,b}],{i,1,n}];
c=LinearSolve [m,p];
Print["u(x,",n,") = ",Sum[c[[i]]*psilx,i],{i,1,n}]]

By executing the following instructions

flx_]:=-4;
psilx_,i_]:=Sin[Pi*x*i];
ritz[f,psi,8,0,1];

we obtain the solution ©

8sin Tx L 2sin2rx  8sin 3nwx

u(z,8) = — 3 3 - 273 936
8sin bz L 2sin 6rx  8sin7wx  8sin 9wz (2.36)
12573 273 34373 72973

The Galerkin’s Method. We can apply the Galerkin’s method to solve the
following variational equation:

(Lu,n) = (f,n),  feH, (2.37)

for any n € Hy, where L is a positive definite operator in the Hilbert space H.
Similarly as for the Ritz’s method, at first, we choose in the energetic space
H; a complete set” of elements

¢17¢27--->¢n>---; ¢i€HL, 2212,

Thus, we can approximate any element © € Hy, by a linear combination

a1 + aspa + - -+ anopn

with a given accuracy € > 0, i.e., for every € > 0 there exists an integer N such
that

[u = (a1¢1 + azda + -+ - + anodn)||r < e
Then, the variational equation (2.37) is equivalent to the following:

0

5Note that in module, we set 1/2 instead of a, in the evaluation of right sides p, since f(x) =
for 0 <z <1/2.
"1t is sufficient to choose a set which determines such subspace X C Hp, that the solution u € X
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In order to approximate the solution u € X C Hj, we consider the subspace

XN = Span{¢1> ¢2> sy QSN}

of the space X. Then, we find
uy = a1¢1 + a2pa + - - +angy € Xy

which satisfies the equations

(LUN>¢/€) = (.f> ¢k)> k= 1727 "'>N7

or
N

Z(L¢Z>¢k)al = (.f> ¢k)> k= 1727"'>N (239)
i=1
Let us observe that this system of linear equations is the same as the Ritz’s
system (2.29). Both Ritz’s and Galerkin’s method produce the same approx-
imate solution uy, provided that the operator L is positive definite in the
Hilbert space H.
Now, let us estimate the error of the Ritz’s and Galerkin’s methods.
Error Bound. Again, we assume that the operator L is positive definite in
the Hilbert’s space H. Then, both Ritz’s and Galerkin’s methods determine
the same approximate solution uy of the equation

Lu=f, feH, (2.40)

so that
(Lun,n) = (f.n) (2.41)

for any n € Xy C X C Hy,
The following theorem holds:

Theorem 2.4 If u is a solution of the equation (2.40) and uy is a solution
of the equation (2.41), then the error uny — u satisfies the inequality

luy —ulle < [|n—ullL (2.42)
for anyn € Xy, and
Join [y —ullz = [fuy —ullz. (2.43)

Proof. Since
F(U) = (77 —u,n _u)L - (U,U)L
for any n € Hy, therefore

B — min (g — e — |
Jnin F'(n) = min (n —u,n —u)r — (u,u)z
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On the other hand

min F(n) = F(uy) = (uy — u,uy —u), — (u,u)p,
neXn

and
min ||n — ul[r = |[uxy — ullL
XN

and
Jun —ullz < {In —ullL,

for any n € Xy.

2.7 Exercises
Question 2.1 Let x(z) be characteristic function of the interval [a,b], i.e.,
1 if x€la,bl,
(z) = ,
0 if x¢lab].

Define a distribution F\(u), u € C{°(R) and check that this distribution
satisfies definition (1.1). Find all derivatives of the distribution F\(u).

Question 2.2 Let E(x) be the step-function, i.e., E(x) is the greatest integer
not greater than x. Find all derivatives of the distribution Fg(u).

Question 2.3 State the following initial value problem in terms of distribu-

tions: .
du(z) {1 if 0<zxz<l1,

0 if 1<x<2,

u(0) = 0. (2.44)

Find a weak solution of the initial value problem (2.44).

Question 2.4 Solve Fuler’s equation of the functionals

1. (a) Flu) = /12[(2—2)2 + 21% vullde when u(1) =1, u(2) =0,
(b) F(u) = /Ow[élu cos T + (3—2)2 — u?]dx when u(0) =0, wu(r)=0.

Determine the minimum of functionals (a) and (b) under given boundary value
conditions.

Question 2.5 Find Euler’s equation for the following functionals:

1. (a) F(u) = /Q[(aa—;)2 + (aa—;z)z]dzldxg, u € WH(Q).
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(b) F(u) = [2(88—;)2 + 3(5—;)2]dz1dx2, u € WHQ).

where Q = {x = (z1,22) : 0<zy,20 < 1}.

Question 2.6 Assume that, in polar coordinates, u(p, ) minimizes the func-
tional

F(u) = [, (G + 255 Plo dodd.

Show that u(p, ) satisfies the equation

o dou 1o
op>  pop  pro0>

Question 2.7 Show that the following operators are positive definite in the
indicated spaces:

O*u  J*u o1
| - du g 0
1. (a) Lu o2 " aa2 ue Wy (Q),
1 1 1
) Lu= 2" Ou_ O0u  cwin)

2
ox} + 022203 + ox3’
where Q = {x = (z1,22) : 0<zy,20 < 1}.

Question 2.8 Show that the boundary value problem

d*u .
—E:szgnx, —-1l<x<l,

u(=1) =0, wu(l)=0,

has a unique weak solution in the Sobolev space Wit (—1,1).
Find the weak solution u of this boundary problem.

Question 2.9 Solve the boundary value problem

2u {1 if 0<x<1,

5=

2 if 1<ax<2,
u(0)=0 and u(2)=0,
by Ritz’s method using Ritz’s coordinates

k
¢mﬂ:$n%?, k=1,2,..; 0<z<2
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Question 2.10 Consider the following boundary value problem:

’u  J*u
—a—l%—a—l% :1, (1'171'2) EQ,
u(wq, x2) =0, (1, x2) € 0L,

where Q = {x = (z1,22) : 0<zy,22 < 1}.

1. Use Ritz’s method to find us € Xo which approximates the solution u €
W (Q), where the subspace

X, = spanf{¢y, o2} € W3 (),
P1(z1,02) = T1aa(1 — 1) (1 — 22), o1, 2) = 1122(1 — 27) (1 — 23).

2. Solve this boundary value problem by the Ritz’s method using the following
Ritz’s coordinates:

2
el 1) =

sin krxysinmnmre, k,m=12 ..



Chapter 3

Polynomial Splines

3.1 Space S,,(Ak).

Polynomial splines of the class S,, (A, k) are successfully applied in the theory
of approximation of functions as well as in solving of problems which arise in
the fields of differential equations and engineering.
In order to introduce the definition of polynomial splines of degree m, let us
first define normal partition A of the interval [a, b].
A partition

A: a=xg<r1<---<zy=0b,

is normal if there exits constant o such that

maxo<i<n—1(Tit1 — ;) _
)~

ming<i<n—1(Tit1 — &
and oy < o for all natural N.

Definition 3.1 A function s(x) is said to be a polynomial spline of degree m
if the following conditions are satisfied:

e s(x) is a polynomial of degree at most m on each subinterval [x;, x;11],
i=0,1,...,N—1,

o s(x) and its first m—1 derivatives are continuous functions on the interval
a, b].
The class of all polynomial splines of degree m spanned over the partition A
shall be denoted by the symbol Sy, (A, m —1).

The Basis. Now, we shall determine a basis of the space S, (A, m —1). Let
us consider the following auxiliary function:

(x—t)™ if x<t,

<a:—t>:”={

0 if x>t

31
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Tim1 X Titm+1 T
Fig. 41. (2 —t)7

The finite difference of order m + 1 of the auxiliary function is

ama = = (a3 (M

v=0 v

)(:cm oy

Example 3.1 We compute the differences

m=1, A*z;i—1): = (2i— 1)1 = 2(@i1 — )1 + (Tig2 — )4

m=2 Az —1)5 = —(z;—1)%+ 3@ — )1 — 32 — )2
—(Tit3 — t)%r
m = 3, A4(ZL’Z — t)i_ = (ZL’Z — t)i_ — 3(l’i+1 — t)i_ + 6(l’i+2 - t)i_

_3(371'4—3 - t)i + (Ii+4 - t)i
Assuming that A is a uniform partition of interval [a, b], so that

b—a
i = h, =0,1,..., N; h = .
x a—+1 ) N

we find the difference
A" (g — ) =0 for t>u,.
Indeed, the function
(g — ) = (g — )™, for t >z, v=0,1,...,m+1

is the polynomial of degree m, therefore its difference of order m + 1 is equal
to zero.
Also, we note that

AT (5 — ) =0 for t<uay,

Because
(Tigr — t)TH =0, t<ux;
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forv=0,1,..,m+ 1.

Hence, we have

A (g — )T = (3.1)
m+1
m—+1
Z (_1)u+m+1< y )(ZEH_,, — t)T, Titg—1 < t < Tirq, 4= 1, 2, ey + 1,
v=0

0, t<ux; or t> Tiymi1
It is clear, by (3.1), that the functions
Kp(xi,t) = A" 2, — )7, i=0,1,...,N, (3.2)

are polynomials of degree m on each subinterval [z;, z;41], and they are m — 1
times continuously differentiable in the interval [a, b], i.e., K, (z;, t) € C™ [a, b].
Therefore, each K,,(x;,t) is a polynomial spline of the class S, (A, m — 1).
Obviously, K,,(x;,t) can be considered on the whole real line with infinite
number of knots z;, ¢+ = 0, +1,£2,...; However, only N + m of them are not
identically equal to zero on the interval [a,b]. These non-zero and linearly
independent splines are:

Kp(z_m, t), Kpn(t_mi1,t), Kpn(T_mio,t), -+ Kn(zn_1,1).
Example 3.2 Let m = 1, then, by (3.2), we obtain
0, t<i, or t>i+42,

Ki(i,t) =3 —i+t, i<t<i+l,

YK (i,t)

0 1 1+ 1 1+ 2
Fig 4.2. Linear spline K (i,t)
For the uniform partion of the interval [a,b], we shall consider normalized
splines
h—me(l’i_m+1,l’), i:1,2,...,N—|—3, aﬁzﬁb,
as a basis of the space S,,(A,m — 1) of the dimension

dim(Sm(A,m—1)) = N + m.
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3.2 Properties of Splines.

Minimum property. Below, we shall consider the space S,,(A, m — 1) when
m = 2q + 1 is an odd positive integer. Splines from this space minimize the
following functional

Flg) = [0 @Pdr, g€ C0 ot

Precisely, let us consider the following variational problem (cf. [15], [20]):
Variational Problem. Find a function s € C'9"V[a,b] at which the func-
tional F(g) attains its minimum under the interpolation conditions:

g(IZ) :f(IZ)> Z:0>1>>N7

and either
gD (a)=g¢gDb)=0, j=q+1,q+2,..,2q, (3.3)
or

for a given function f(x), x € |a,b].
! The following theorem holds:

Theorem 3.1 There exists a unique spline s € Sy, (A, m — 1) which satisfies
the interpolation conditions (3.3).

Proof. Every spline s € S,,,(A,m — 1) can be written as the following linear
combination:

S(l’) - a_me(l’_m,l’) + a—m—l—lK—m—l—l ($m+laz) + aN—le(zN—laz)-

By the interpolation conditions, N + m coefficients a_,,, a_m11, ..., any_1 must
satisfy the following system of N + m linear equations:

s(z;) = f(x;), 1=0,1,...,N
sW(a)=sD(b)=0, j=q+1,¢q+2,..,2¢, m=2q+ 1.

Clearly, there exists a unique interpolating spline s € S,,(A,m — 1) if the
corresponding system of homogeneous equations possesses only trivial solution.
To show this, we assume that f(x;) =0, for i =0,1,..., N.

!The conditions put on the derivatives can be replaced by periodicity conditions.
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Then, we have

Hence, F(s) = 0, since s(x;) =0, for i =0,1,...,N and s272(z) =0, for
r; <z < xi41. Thus, s (z) = 0 in the interval [a, b]. Therefore, s(z) is a
polynomial of degree at most ¢ which has at least N +1, (¢ < N) roots in the
interval [a,b]. Then, s(x) =0, for z € [a,b] and a_p, = A1 = ... = an_1 =
0. This means that s(x) is a unique interpolating spline in S,, (A, m — 1).
The following theorem holds:

Theorem 3.2 There exists a unique solution s € Sy, (A, m — 1) of the varia-
tional problem.

Proof. Let s € S,,(A, m—1) be the unique interpolating spline which satisfies
the conditions (3.3). Then, we note that

/b[g(q+1)]2dx :/ (s (g+1) da:+/ (g+1) s(q+1)(a:)]2da:
+2/ @) (1) (g9 (x) — s (z))d.

Integrating by parts under the conditions (3.3), we find

/ab s (1) [l () — s\ (2)]dx

— __ /:+1 s (2)[¢ D (z) — 5@ (z)]dx =
= (-1)1 Z_: /:m s (2)[g (x) — s ()] dx
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Recalling the equality
s () =0 for z;<a<aiyy, i=0,1,...,N,

we find ,
@) 0 w) = s () = .

Flo)= [T @) = [50 0 @)Pdr — [ g0 (@) — s ()P

a a

Hence, the functional F'(g) attains minimum at g(x) = s(x), = € [a, b].
In order to prove that there is a unique spline which minimizes the functional
F(g), let us assume for contrary that there are at least two such splines s1(z)
and sa(x). Then, the difference s(z) = s1(x) — sa(x) is the spline which satisfies
homogeneous interpolation conditions. Therefore, s(z) =0, z € [a,b).

Example 3.3 Let us consider the space S3(A,2) of cubic splines. Then, the
interpolation conditions (3.3) take the following form:

1 1"

By theorems (4.2) and (4.3), there exists a unique cubic spline s € S3(A,2) at
which the functional

Fo)= [g'@)dr, g€ CPla,i)

attains minimum under the interpolation conditions (3.4), i.e.

F(s) < /b[gﬁ (z))*dx, forall g€ c® a, b].

3.3 Examples of Polynomial Splines

Space S;(A,0) of Piecewise Linear Splines. Elements of the space S1(A, 0)
are piecewise linear splines of the following form:

s(x) = agtho(x) + a1 () + - + anyyn (),

where the basis splines

€T — T;_ .
- if i <z<uz
Ti — Ti—1
Yi(z) ={ T =% if 1< T <ain (3.5)
Tit1 — Tj

0 ifr <xi1 or x> xi
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For the uniform distribution of the points z; = ih, ¢ = 0,£1,£2..., the
piecewise linear splines ;(x) are given by the following formulae:

r—xiq if wig <x <y
1
wl(l’) = E Tit1 — T Zf T, <z < Tit1 (36)

0 ifr <xi1 or x> xi

Let us note that there are NV + 1 piecewise linear splines not identically equal
to zero on the interval [a, b]. Thus, the space of piecewise linear splines

Sl(Aa 0) = Span{¢0> wla s 7¢N}

has dimension N + 1.
Now, we observe that every piecewise linear spline s(z) can be written as the
following linear combination:

s(x) = app(x) + a1 (x) + - - + antyn ().

In particular, we find the Lagrange’s interpolating piecewise linear spline

s(x) = f(xo)po(@) + f(w1)r(x) + f(w2)tha(w) + - - + fan)n (),

to a given function f(z) which satisfies the following conditions of interpola-
tion:
s(z;) = f(xy), 1=0,1,...,N.

The following theorem holds:
Theorem 3.3 If f is a function twice continuously differentiable on the in-

terval [a, b], then the error of interpolation f(x) — s(x) satisfies the inequality:

|ﬂ@—s@ﬂ§%ﬁﬂ% z € [a,b].

Proof. Let x; <z < x;.1. Then, we have

f(z) —s(x) = fﬁéfm) (=) (7 — 2i11).

Since 2
| (o = @i)(e = zi) 1€
we get
h2
[ F@) = s(@) |[< M,
where

M® = max | f"(z) | .

a<z<b
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Example 3.4 Approzimate the function
flx)=vV1i+z, 0<2<2
by a piecewise linear spline with accuracy e = 0,01.

Solution. We shall start by determining h. The error of interpolation of a
function f(z) by a piecewise linear spline s(z) satisfies the following inequality:

2
| f(x) —s(z) |< %M(z), a<z<hb.

Since

1 1
M® = max | f"(z) |= max ——— = —,
a<z<b a§m§b4 (1 —|—l')3 4

we may choose h such that

h2 h2
—M® = — <e=0.0L
8 gg =€ =00

Hence, we find h = 0.5.
For h =05, N =4, 20 =0, 1 = 0.5, o = 1;23 = 1.5, and x4 = 2, the
piecewise linear spline is given by the following formula

s(x) = (20(V1.5 = 1) + 1)fy(x)
+(22(vV2 = V1.5) + 2v1.5 — V2)6: (z)
+(22(vV25 — V2) + 3V2 — 2v/2.5)0(x)
+(22(v/3 — V2.5) + 425 — 3v/3)0; =

0.4495z + 1 if 0<z<0.5

0.3789z 4+ 1.0353 if 0.5 <z <1,

0.33392x + 1.0804 if 1<z < 1.5,

0.3018x +1.1284 if 1.5 <z <2

Now, let us solve this example using the following Mathematica module

Program 3.1 Mathematica module that finds linear spline for a given data
table.
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linearSpline([f_,a_,b_,n_,xstep_]:=Module[{h,sol},
h=(b-a)/n;

onex[x_] :=Module [{xr,r]},

xr=Table[a+r*h,{r,0,n+1}];

k=Floor[(x-a)/h+1];

N[f [xr[[k]]]+(f [xr[[k+1]1]1]-f [xr[[k]]])*(x-xr[[k]])/h]
1;

Print[" Linear spline approximating f(x) "];

Print[" —==---—-mmmmmmm e "],
linear=Table[{N[t],onex[t] ,N[f[t]]}, {t,a,b,xstep}];
TableForm[PrependTo[linear,{" x "," linear ",f([x]3}]]

By executing the following instructions
flx_]:=Sqrt[1+x];
linearSpline[f,0,2,4,0.2];

we obtain the following table:

linearSpline[f,0,2,4,0.2]
Linear spline approximating f(x)

Out [3]/TableForm=

X linear Sqrt [1+x]
0 1. 1.

0.2 1.0899 1.09545
0.4 1.1798 1.18322
0.6 1.26264 1.26491
0.8 1.33843 1.34154
1. 1.41421 1.41421
1.2 1.48098 1.48324
1.4 1.54775 1.54919
1.6 1.61132 1.61245
1.8 1.67169 1.67322
2. 1.73205 1.73205

Space S3(A,2) of Cubic Splines. As we know, a function f can be approx-
imated by a piecewise linear spline with the accuracy O(h?). More accurate
approximation of a smooth function can be found in the space S5(A,2) of
cubic splines. To determine a base of the space S3(A,2), we start with the
auxiliary function

Ki(zi,t) = AYw; — )3, zi=1ih, i=0.£142,...,
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where
s (i) ifa <t
(i ”+_{0 if 2> .

We can consider the following cubic splines as the basis of the space S3(A,2)
when the points z;, ¢+ = 0,+£,1, £2, ..., are uniformly distributed.

BZ([L’) = —Kg(l’i_g,l’), 1= —1,0, 1,2, . ,N—l— 1.

The explicit form of the cubic splines B;(z), i = 0,£1, £2, ..., is given below:

0
if x S Ti—2
([L’ — [L’i_g)s

if v o <o <,

h3 + 3h*(x — xi1) + 3h(z — xi1)* — 3(x — 2;_1)?
1 | fzia <z <,

h3 h3 + 3h2 ([L’H_l - ZL’) + 3h(l’i+1 - [L’)2 - 3(l’i+1 — [L’)3
it v, <z < @i,

3
(Ii+2 - f)
if v <o < 240,

0
it v > x40,
fori=0,£1,£2,.... x € (—o00,00).
Now, let us note that the splines B;(x) = 0 for x < x5 or * > x40,

so that the only non-zero cubic splines in the interval [a,b] are B;(x) for
i=-1,0,1,...,N+1, N +2, . Therefore, any cubic spline s(x) can be repre-
sented on the interval [a, b] as a linear combination of cubic splines B;(x), i =
~1,0,1,..., N+ 1ie.,

S([L’) = a—lB_l([L’) + aoBO([L’) + -+ aNBN([L’) + aN+1BN+1(x)

for z € [a,b].

T | Tij—2 | Ti—1 LT | i1 | Tif2
Bl(x) 0 1 4 1 0
3 3
12
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A
/4‘ ‘\
el // \\\\
Ti—2 Ti—1 X Tit1 Tit2

Fig. 4.3 B;(x)

It can be proved that the cubic splines B_(x), By(z),. .., Bn11(x) create
the complete basis of the space S3(A,2), so that

S3(A,2) = span{B_1, By, ..., Bn11}-

In order to find an interpolating cubic spline s(z) in the space S3(A,2), we
can use the following conditions:

s (z0) = f'(x0),
S(zl):f(Il)> 'é:0717"'>N7

s (an) = f'(xn),
where f(x) is a given function on the interval [a, b].
There exists only one interpolating cubic spline s(x) which satisfies the above
conditions. From these conditions, we get the following linear system of equa-
tions:

s'(zo) = a_1B";(x0) + aoBy(wo) + -+ + aN+1B§v+1(£B0) = f'(wo)
SEZEo; =a_1B_1(x0) + aoBo(wo) + -+ + any1Bny1(20) = f(20)

s(z1) = a—1B_1(x1) + apBo(z1) + - -+ + an+1 By (z1) = f(21)
............................................................ (3.8)
s(xn) = a_1B_1(xn) + aoBo(wn) + -+ + any1Byii(zn) = f(zN)
s'(xy) = a_1B_1(zn) + agBo(wn) + - - + an1 By (2n) = f'(2n)
where a_y, ag, ai,...,ay4+1 are unknown coefficients of the cubic spline s(z).
The system of equations (3.8) has a unique solution, since the matrix
3 3
— 0 - 0
h h
1 4 1 0
=3 0t
0 0 0 0 1 4 1
3 3
0 0 0 0 —— 0 =
h h
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is non-singular.
The following theorem holds (cf. [1], [9], [18]):

Theorem 3.4 If s(x) is interpolating cubic spline to a function f(x) four
times continuously differentiable on the interval [a,b], then the error of inter-
polation satisfies the following inequality:

7 = s o< h | f Do, 7=0,1,2,3;

where
5 1 1 1
€0 384’ €1 216( +\/ ) €2 12( o+ )7 €3 2(0 + )7
— 1 = Li—1), co— i f 9
h= e (@i —wia), [[flleo= inf | sup | f(x)]

w(Q) is the measure of the set ), and o is the constant which defines the
normal partition of the interval |a,b], and o = 1 for the uniform partition of
the interval [a, b]

Now, let us determine the coefficients a_1, ag, ay, ...,any1 of the cubic spline
s(z). Using the table, we can reduce the system of equations (3.8). Namely,
from the first equation, we find

/

a-1 = a1 — gf (550),

and from the last equation, we find

anN41 = anN-1+ gf/ (xn).

Then, the other N + 1, equations, we write in the following form:

2a9 + ay = l[f(ffo) + gf/(fo)]

2
ai—1+4ai+ai+1:f(zi)> 'é:1727"'>N_17
1 ho
an-1+2ay = §[f(IN) - gf (zn)]

In order to solve this system of equations with tri-diagonal matrix

2 1 0 O -0 0 O
1 4 1 0 -~ 0 0 O
=y oY
0 0 0 O 1 4 1
0 0 0 O 0O 0 2

(N+1)(N+1)
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we apply Gauss elimination method for the vector F' = {Fy, F1, ..., Fiy} in right
sides:

%(f(%) + gf’(xo), i=0,
F, =1 f(x), i=1,2,...,N—1,
%(f(x]v)—gf’(x]v), i=N

Then, we apply the following algorithm:

1
= — —F
7)) 2> 60 9 0
for i=1,2...,. N —1,
1 Fy — By
i 4—%’—1’ 61_4—%'—1’
oy Gy = v = vt
N 2_QN—1’ N 2—OZN—1 )
an = BN,
for i=N—-1N—-2,..1,0,
a; = B — a;@iq,
h . h .
a_1=0ay — §f0> aNy1 =an-1+ §fN'

Below, we give the Mathematica module based on the above algorithm which
produces the table of the cubic spline for a give f(x) in the interval [a, b]. How
to invoke the module, we shall explain in the example.

Program 3.2 Mathematica module that finds a cubic spline in the form of a
table for given data table.

cubicSpline[f_,a_,b_,n_,tstep_]:=Module[{h,sol,sp3,onet,cub},
h=(b-a)/n;
sol=sp3[h];

sp3[h_]:=Module[{xi,fla,flb,fx,al,be,sa,sb,s},
xi=Table[a+i*h,{i,0,n}];
fx=N[Map[f,xil];

df [x_]:=D[f[x],x];
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1;

fla=N[df [x]/.x—>a];
f1b=N[df [x]/.x—>b];

fx[[1]]=(fx[[1]]+h*xf1a/3)/2;
fx[[n+1]]=(fx[[n+1]]1-h*xf1b/3)/2;

al[1]=1/2;
alli_]l:=allil=If[i<n+1,1/(4-al[i-1]),N[1/Sqrt[3]1]];

bel[1]=fx[[1]11/2;
beli_] :=bel[i]l=If[i<n+1, (fx[[i]]-bel[i-1])/(4-all[i-1]),
(fx[[n+1]1]1-bel[n]) /Sqrt[31];

s[n+1]=be[n+1];
s[i_]:=s[i]=bel[i]-al[il*s[i+1];

sol=N[Table[s[i],{i,1,n+1}]1];
sa=sol[[2]]-hx*f1la/3;
PrependTo[sol,sal;
sb=sol[[n+1]]+h*f1b/3;
AppendTo [sol,sb]

onet[t_] :=Modulel[{ },

1;

k=Floor[(t-a)/h+2];

N[ ((xr[[k+1]]1-t)"3*sol[[k-1]]+
(h~3+3*h"2* (xr [[k+1]]-t)+

3xhx (xr[[k+1]]-t) "2-3*(xr[[k+1]1]1-t) "3)*sol[[k]]+
(h"3+3*h~2* (t-xr[[k]])+

3xh* (t-xr [[k]]) "2-3*(t-xr[[k]])"3)*sol[[k+1]]+
(t-xr[[k]]) "3*sol[[k+2]])/h"3]

Print["Cubic spline approximating f(x) "];
Print["Coefficients of the cubic spline :",Take[sol,n+3]];
Print["---------—--——— "1;
xr=Table[a+r*h,{r,-1,n+1}];

cub=Table [{N[t],onet[t] ,N[f[t]]}, {t,a,b-tstep,tstep}];

AppendTo [cub,{N[b], N[((xr[[n+2]]-b) "3*sol[[n]]+

(h~3+3*h"2* (xr[[n+2]]-b) +

3xh* (xr [ [n+2]]1-b) "2-3*(xr[[n+2]]-b) "3)*sol [[n+1]]+
(h~3+3*h~2*(b-xr[[n+1]])+

3xh* (b-xr [[n+1]]) "2-3*(b-xr[[n+1]])"3)*sol[[n+2]]+
(b-xr[[n+1]]) "3*sol[[n+3]1])/h~3],N[f[bl]1}];
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TableForm[PrependTo[cub,{" x "," cubic ",f[x]}]]
]

Example 3.5 Find a cubic interpolating spline for the following function:
flz)=¢€¢", 0<x<2,

spanned on the knots: xg = 0, x;1 = 0.5, xo = 1, 3 = 1.5, and x4 = 2.
Determine an approzimate value f(1.4). FEstimate the error of interpolation
for the function f(z).

Solution. The interpolating cubic spline is
s(z) =a_1B_1(x) + agBo(x) + a1 B1(x) + - - - + a5 Bs(x),

The coefficients a_1, ag, a1, as, as, as and as are determined by the following
system of linear equations:

—6a_1 + 6a; =1,
a1 +4a; +a; =€, i=0.1,2,3,4; h=0.5,
—6as + 6as = €.
Solving this system of equations, we find
s(z) = 0.0969067B_; (z) + 0.159880B, (x) + 0.263573 B (x)
+0.434548 By () + 0.7116517B3 (z) + 1.18107B4(x) + 1.94803B5 (),

and
s(1.4) = 4.05511,  f(1.3) = e'* = 4.055199967.

So that the error of interpolation
f(1.4) — s(1.4) = 0.0000899668.

satisfies the estimate given in the theorem, i.e.,

5
0.0000899668 = |e** — 5(1.4)| < 38710.54 e? = 0.006,

Also, we can find the cubic interpolating spline to f(x) = e” using the Mathematica
module by executing the following instructions

fx_]:=Explx];
cubicSpline[f,0,1,4,0.1];
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Then, we obtain the following table:

cubicSpline[f,0,1,4,0.1]
Cubic spline approximating f(x)
Coefficients of the cubic spline

{0.128454, 0.16494, 0.211787, 0.271938, 0.349184,
448327, 0.575707%

Out [3] /TableForm=

X cubic Exp(x)
0 1 1

0.1 1.10316 1.10517
0.2 1.2214 1.2214
0.3 1.34985 1.34986
0.4 1.49181 1.49182
0.5 1.64872 1.64872
0.6 1.82211 1.82212
0.7 2.01376 2.01375
0.8 2.22551 2.22554
0.9 2.45952 2.4596
1. 2.71828 2.71828

One can draw the graph of the cubic spline by the following Mathematica
instructions

data={{0,1},{0.1,1.10517},{0.2,1.2214}, {0.3,1.34986%},
{0.4,1.49182},{0.5,1.64872},{0.6,1.82212},{0.7, 2.01375},
{0.8,2.22554},{0.9,2.4596}, {1.0,2.71828}};
Show [Graphics[{Line[data],Spline[data,Cubic]},PlotRange->A11]];

Program 3.3 Mathematica module that finds a cubic spline in the form of a
list of piecewise cubic polynomials for a given data table.

cubicSpline[f_,a_,b_,n_]:=
Module [{h,sol,sp3,onet,cub,xr,k,r},
h=(b-a)/n;
sol=sp3[h];

sp3[h_]:=Module[{xi,fla,flb,fx,al,be,sa,sb,s},
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xi=Table[a+ix*h,{i,0,n}];
fx=N[Map[f,xil];

df [x_]:=D[f[x],x];
fla=N[df [x]/.x—>a];
f1b=N[df [x]/.x->b];

fx[[1]]=(fx[[1]]+h*xf1a/3)/2;
fx[[n+1]]=(fx[[n+1]]1-h*xf1b/3)/2;

all1]=1/2;
all[i_]:=allil=If[i<n+1,1/(4-alli-1]1),
N[1/Sqrt[3]11];

bel[1]1=fx[[111/2;

bel[i_]:=be[i]=If[i<n+1,
(fx[[i]1]-bel[i-1])/(4-al[i-11),

(fx[[n+1]1]1-bel[n]) /Sqrt[31];

s[n+1]=be[n+1];
s[i_]:=s[i]=bel[i]-al[il*s[i+1];

sol=N[Table[s[i],{i,1,n+1}]1];
sa=sol[[2]]-hx*f1la/3;
PrependTo[sol,sal;
sb=sol[[n+1]]+h*f1b/3;
AppendTo [sol,sb]
1;
onet[t_,k_]:=Module[{ },
((xr[[k+1]11-t) "3*sol[[k-1]1+
(h~3+3%h"2* (xr[[k+1]]-t)+
3xh* (xr[[k+1]1]-t) "2-3*% (xr [ [k+1]]-t) "3)*sol [[k]]+
(h~3+3*h"2* (t-xr[[k]])+
3xh* (t-xr [[k]])"2-3*(t-xr[[k]]) "3)*sol[[k+1]]+
(t-xr[[k]]) "3*sol[[k+2]])/h"3
1;
xr=Table[a+r*h,{r,-1,n+1}];
cub=Table [Expand [onet[t,k]], {k,2,n+1}]
]

Solving the example 4.4, we find the cubic interpolating spline to the function
f(z) = e*,z € [0,2], by executing the following instructions

flx_1:=Expl x];
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cubicSpline[f,0,2,4]

Then, we obtain the following list of piecewise cubic splines determined on the
subintervals [0, 0.5], [0.5,1], [1,1.5] and [1.5,2].

2 3
{1. + 1. t +0.48864 t + 0.21249 t ,
2 3
0.982848 + 1.10291 t + 0.282818 t + 0.349704 t ,
2 3
0.759801 + 1.77205 t - 0.386323 t + 0.572752 t ,
2 3

-0.541948 + 4.37555 t - 2.12199 t + 0.958444 t }

3.4 Lagrange Interpolating Splines

In the previous section, we have introduced splines of the space S,,(A, m — 1)
giving explicit form of the basis. These splines are defined on a set of spline
knots {xo, z1, ..., z,}. The Lagrange’s interpolating splines are determined by
Lagrange’s conditions of interpolation given at the Lagrange’s interpolating
points {to,t1,...,t,}. In general, these two sets of points do not coincide.
However, in the case of piecewise linear splines both sets of points are the
same. In order to determine higher order polynomial splines, by Lagrange’s
interpolating conditions, one has to consider the number of conditions equal
to the number of coefficients in a piecewise polynomial. For example, to deter-
mine quadratic piecewise splines a;z%+b,+¢;, i = 0,1, ...,n—1, by Lagrange’s
conditions of interpolation, we have to find 3n coefficients for which 3n con-
ditions are needed. In the following example, we shall give the Lagrange’s
interpolating quadratic splines spanned at the spline knots {zg, x1, ..., z,, } and
with two different sets of interpolating points.

Example 3.6 Find the piecewise quadratic polynomial spline Pz(i) () spanned
on knots xg, x1, ..., Tn, which satisfies Lagrange’s conditions of interpolation

P2Z)(IZ) :f(zl)> 220717777'7

for a given function f(x) in the interval [zo, x).

Such a spline must be continuous and continuously differentiable in the interval
[0, x,]. First, let us consider the interpolating points the same as spline knots,
that is, t; = x;, 1 = 0,1, ...,n. By the Newton’s formula, we find the piecewise
quadratic polynomial

Jiv1 — fi

Pzi)(l') = fz + m(l’ - I’Z) + ai(a: - l’z)(l’ - l’i+1), 1= 0, 1, o, n— 1,
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which satisfies the Lagrange’s conditions for any values of parameters a;, and
for given f; = f(z;), i =0,1,...,n.

The parameters a;, ¢ = 0,1,...,n — 1, are determined by the following conti-
nuity conditions

(i-1) i
lim i (@) (z) = lim b (z) ($),

7

i=1,2,..,n—1. (3.9)

Hence, we obtain the equations

fin =i fi—fien
ai($i+1 —zi)—l—ai_l(m—zi_l) =2 L . , 1= 1,2,...,71—1.
Ti41 — Tj Ty — Ti—1

In the case when x; = x9 + th, i = 0,1,...,n, these equations lead to the
following recursive formula

1 )
a; = —a;_1+ ﬁ[fi—l—l = 2fi+ fiza], 1=1,2,...,n— L

at which the initial value of the parameter ag is free, and can be arbitrarily
chosen.

The following Mathematica module spanned on knots xg, z1, ..., x, tabulates
the quadratic spline that approximates a given function f(x)

Program 3.4 Mathematica module that tabulates the quadratic spline approx-
imating a given function.

quadraticSplinel[f_,a_,b_,n_,tstep_]:=Module[{h,xi,fx,k,t},
h=(b-a)/n;
xi=Table[a+i*h,{i,0,n+1}];
fx=Map [f,xi];
al[1]=1;
all[i_]:=allil=-alli-1]+(fx[[i-11]1-2 fx[[i]]+fx[[i+1]])/h"2;

onet [t_] :=Module[{ },
k=Floor[(t-a)/h+1];
N[f [a+(k-1)*h]+(f [a+(k+1)*h] -f [a+k*h])*(t-xi[[k]])/h+
al [k]*(f[a+(k-1)*h]-2 f[a+k*h]+

fla+(k+1)*h])* (t-xi[[k]1])*(t-xi[[k+1]1]1)]

1;

Print["Quadraticl spline approximating f(x)"];
Print ["----—————————— "1;
quad=Table [{N[t],onet [t] ,N[£f[t]]},{t,a,b-tstep,tstep}];
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AppendTo [quad,{N[b] ,onet [b] ,N[£f[b]]}];
TableForm[PrependTo[quad,{"x"," quadraticl ",f[x]}]]
]

How to use the Mathematica module, we explain by the following example:

Example 3.7 Let
f(z) =¢€", 0<z<1,

Tabulate the quadratic spline with step tstep = 0.1 which is spanned on knots
x;=1h, 1=0,1,2,3,4,5, and approximates f(x)

When Mathematica is active, we enter the function
flx_1:=Explx];

and call

quadraticSplinel[f,0,1,5,0.1];

where a = 0, b = 1, number of intervals n =5, and tstep = 0.1.
Then, obtain the following table:

quadraticSplinel[f,0,1,5,0.1]
Out [3]/TableForm=
quadratic spline approximating f(x)

X quadraticl E°x

0 1. 1.

0.1 1.134721 1.105171
0.2 1.221403 1.221403
0.3 1.386415 1.349859
0.4 1.491825 1.491825
0.5 1.692601 1.648721
0.6 1.822119 1.822119
0.7 2.067992 2.013753
0.8 2.225541 2.225541
0.9 2.524663 2.459601
1. 2.718282 2.718282

Now, let us consider n + 2 interpolating points

Zo, Z.f 2207
1
ti = 5(:17@-_1—{—27@-), if i=1,2,...,n,
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at which f; = f(t;), i=10,1,....,n+ 1.
For the equidistance points x; = a+ih, i = 0,1, ...,n, nh = b—a, the Newton’s
quadratic interpolating polynomial through the points ¢;,t; 11, ;1o is

L 2t falle — t) (@ — i),

P (x) = fi + (.fi-i—l — fi)(@ —t:) + o2

T, < T < Tiy1, 1= 1,2,...,71—2,

This polynomial satisfies the Lagrange’s interpolating conditions

P2Z ( Z) fu P2i)(ti+1) = fi+1> P(Z)( Z+2) fl+2> 1= 1727 ey — 2.

and the continuity conditions (3.9).

Additionally, we need to find two quadratic splines that correspond to the
points tg, t1, and t,, t,1 which satisfy the continuity conditions at the points
x1 and z,_1. One can check that the following quadratic polynomials hold
these conditions

PO(z) = fo+ (fl—fo)(af—to) o (2fo = 3f1 + fo) (x — to)(x — 1),

To < x < 17,

3h2

and

PIV@) = fat (= (o = )+

+ 3h2(fn 1= 3fn+2fn+1)($_tn)($_tn+1)> Tp-1 ST < Ty
fo A Po(z) e o PZ(I) Pn 1(#)
e Pi(z) g — fi " }\ Jt
fl R f2. ...... | |\ ‘/\
to 1 12 _ i Lit1 _ In | tngr
Zo i IZE1 i | i Il'i—l i Iz i ZEiI+1 i 557;—1 i In

Fig. 4. Quadratic Spline

The error of interpolation is given by the formula

f@) - PP = L8 - e - i) o — a12)
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Hence, we have the following error estimate

; M®/3
Iﬂ@—Pﬁuﬂg—E%CW, 2 <x <y, i=01,...,n—1,

where M® = sup [ ") (x)].

The following module in Mathematica tabulates the quadratic spline spanned
on the Lagrange’s interpolating knots {to, t1, ..., t,} that approximates a func-

tion f(x).

Program 3.5 Mathematica module that tabulates the Lagrange’s quadratic
spline approximating a given function.

quadraticSpline2[f_,a_,b_,n_,tstep_]:=Module[{h},
h=N[(b-a)/n];
xi=Table[N[a+i*h],{i,0,n}];
xt=Table [N[(xi[[i]l+xi[[i+11]1)/2],{i,1,n}];
PrependTo [xt,a];
AppendTo [xt,b];

pO[t_]:=Module[{ },
flal+2*x(f[xt[[2]1]-f[al)*(t-xt[[1]])/h+
2% (2+f [a] -3*f [xt [[2]1]]+
fIxt[[3]]1])*(t-a)*(t-xt[[2]])/(3*xh"2)
1;
pilt_]:=Module[{ },
r=Floor [N[(t-a)/h]];
flxt[[r+1]1]1]+(f[xt[[r+2]]]-
flxt[[r+1]1]11)*(t-xt [[r+1]]) /h+
(f [xt [[r+1]]1]1-2*f [xt [[r+2]]]+f [xt [[r+3]]])*
(t-xt [[r+1]1D) *(t-xt [[r+2]])/(2*h"2)
1;
pnlt_]:=Module[{ },
flxt[[n+t1]]1]+2*(f [xt [[n+2]]]-
flxt[[n+1]1]11)*(t-xt [[n+1]]) /h+
2% (2*f [xt [[n]]]-3*f [xt [[n+1]]]+f [xt [[n+2]]]) %
(t-xt [[n+1]]) *(t-xt [[n+2]]) / (3*h"2)
1;
onet [t_] :=Module([{ },
Which[t<=xt[[2]],N[pO[t]],
t>=xt [[n+1]],N[pn[t]],True,N[pil[t]]]
1;
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Print[" Quadratic2 spline approximating f(x) "];
Print[" —-----—-—————————— oo "1;

quad=Table[{N[t],onet[t] ,N[f[t]]}, {t,a,b,tstep}];

TableForm[PrependTo[quad,{" x "," quadratic2 ",f[x]}]]
]

Coming back to the example 4.6, we invoke the module quadraticSpline2
by the instructions

flx_]:=Explx];
quadraticSpline2[f,0,1,5,0.1]

Then, we obtain the following table

quadraticSpline2[f,0,1,5,0.1]
Quadratic spline approximating f(x)

Out [2] /TableForm=

X quadratic?2 E°x
0 1. 1.
0.1 1.10517 1.10517
0.2 1.22074 1.2214
0.3 1.34986 1.34986
0.4 1.49102 1.49182
0.5 1.64872 1.64872
0.6 1.82113 1.82212
0.7 2.01375 2.01375
0.8 2.22658 2.22554
0.9 2.4596 2.4596
1. 2.71828 2.71828

3.5 Polynomial Splines of Two Variables on Rectangu-
lar Networks

Let us first consider polynomial splines associated with a rectangular network
A = (A;, Ay) which are defined an the rectangle

R=(z,y) : a<x<b c<y<d,
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where
Az @ a=xg<x1<---<xN, =Db,
Ay : c=yo<y1 <---<yn, =d,
(x0>yN2) (xN1>yN2)
P P,
Py P
(x0>y0) (xN1>y0)

Fig. 4.5. Network A

Definition 3.2 A function s(x,y) is said to be a polynomial spline defined on
a rectangular network if the following conditions are satisfied:

(1) $;€ Sy (Ag k1) forany y € [e,d],

(17) s € Smy(Ay, ko) for any x € [a,b],

where Sp, (Az, ky and Sp,(Ay, k2) are polynomial spaces of one variable (see
definition 4.1) In symbols, we write s € Sy, my (A, k1, ka).

Space S11(A,0,0) of bilinear splines. As the base of the space S11(A,0,0)
we can consider the following products:

wlj($>y):wl(x)w](y)7 izoalw")Nb j:0717"'7N27 ([L’,y)ER,

where

?/)0@)» 'l/)l(l’), - '>wN1(x)

is the basis of the space S1(A,,0),
and

Q/)O(y)a ?/)1(?/% s 71/)]\72(?/)
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is the basis of the space S1(Ay,0).
The explicit form of the spline ;;(z, y) is given below (cf. [16]):

Tit1 =T Y —Yj-1 in P,
Tit1r — TilYj — Yj—1

Tit1 =T Yj+1 — Y in Py,
Tit1 — i Yj+1 — Yj

Vii(z,y) = T = Ti—1 Yj+1 — Y in P,
Ti = Ti—1Yj+1 — Yj
rT—=Ti1 Y—Yj-1
Ti = Ti-1Y; —Yj—1
0 IHR—(P1UP2UP3UP4)

in P4,

fori=0,1,...,N1, 7=0,1,..., No.
Thus, we can write any piecewise linear spline given on a rectangular network
A in the form of the following linear combination:
Ny Ny
s(z,y) = Z Z aijij (T, y).

i=0 j=0

Interpolation in the space S11(A,0,0). Let f(z,y) be a given function
twice continuously differentiable in the closed rectangle R. The interpolating
spline s € Sy (x,y) which satisfies the conditions:

S($Z>yj):f($l>yj)a 'é:071>"'>N1; j:071>"'>N27

has the following form:
Ni N,
S($> y) = Z Z f($la yj)wij($> y)

i=0 j=0

By the theorem on interpolation (cf. [16]), the error s(x,y) — f(z,y) satisfies
the following inequality:

|7 = fFO < anh®", 7 =0,1,
where h = max{h,, hy}, h, = max{z;y1—z;}, h, =max{yj11—y,;}; a,, r=
0,1, are constants independent of h.

Space S33(A,2,2) of bicubic splines. The space S33(A,2,2) is determined
by the following linearly independent set of cubic splines:

Bij(z,y) = Bi(x)B;(y),

i=-1,0,1,...,N,+1, j=-1,0,1,...,Na+1, (z,9) € R,



56

where B;(z), i=—1,0,1,...,Ny +1, and B;(y), j=—-1,0,1,...,Na+1
are the corresponding basis of the spaces S3(A;,2) and S3(A,,2). Therefore,
any bicubic spline given on the rectangular network A has the following form:

Ni+1 Na+1

S([L’,y): Z Z aijBij(z>y)'

i=—1 j=—1

Interpolation in the space S33(A,2,2). Let f(z,y) be a function four times
continuously differentiable in the closed rectangle R. Then, the interpolating
bicubic spline s(z,y) to the function f(x,y) is uniquely determined by the
following conditions:

s(zzayj) = .f(xlayj)a
i=—1,0,1,... Ny 4+1; j=—1,01,...,Ny+1,

0s 0 , 4
%([L’i,yj) = a—i(xi,yj), ZZO,Nl, When ] :0,1,...,N2,
0?%s 0% f

= (T, Yj) = iYi), 1=0,N—1, d j=0,MNs.
&r@y(z ) &r@y(z vi) @ anc J 2

By the theorem on interpolation (cf. [16]), the error s(x,y) — f(z,y) satisfies
the following inequalities:

5= 7 1< BB

[ [ A R
12D e, ) EE D s o,
[

where (3;, i =0,1,2,3,4 are constants independent of h.

3.6 Space II; of Piecewise Linear Polynomial Splines on
Triangular Networks

The piecewise linear splines on a triangular network have a simple structure
and they are applicable to domains of arbitrary shape (cf. [23]). Let us
consider the following triangularization of a bounded domain €:

A =A{Ty,T\,...,T,},
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where

(i) Q=TouTiUu---UT,

(ii) TiNT; =0 or they have a common side or vertiz if i # j,
(1i1) there exists a positive constant vy independent of n such that
V = Mily, gy > Vo, for all T € A,

here ar, O, and v are the angles of the triangle T'.

(0%

Let Fig. 4.6. Triangular network

pe(z,y) = ar + by + ¢, (z,y) € Ty,

be a piece of a linear function and let IT;(A) be the set of all continuous
piecewise linear functions of the form:

s(x,y) = pe(z,y), for (z,y) €Ty, k=0,1,...,n.

By the theorem on interpolation (cf. [23]), there exists a unique interpolating
piecewise linear spline s € II;(A) to a function f(x,y) which satisfies the
following conditions:

s(xr, ywt) = f(rr, yu), for 1=0,1,2,
where (Tro, Yro), (Tr1,yk1) and (zko,yr2) are vertices of the triangle Ty for
kE=0,1,...,n.
This spline approximates f(x,y) with the error s(z,y) — f(z, y) which satisfies
the inequality (cf. [23])

s = f lloo< BR?,

where 3 > 0 is a positive constant independent of h, h = max max{l}, 1, 3.},
and dsi%, 1% and [2 are sides of the triangle T.

Space II3(A) of Cubic Splines on Triangular Networks. Let us consider
a piece of a cubic polynomial in the following form:

Pr(z,y) = i+ asr +asy +oauz? + aszy + agy? + arz® 4+ agry + agry? + a0y’

for (z,y) € T.
We shall use II3(A) to denote the set of all piecewise continuous cubic splines
such that

s(z,y) = pr.(x,y), for (z,y) €Ty, k=0,1,...,n.
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In order to find an interpolating cubic spline in the space II3(A), we shall con-
sider the triangle T with the center at the point (Qy,and its vertices at points

Q1,Q2 and Qs.

OF

o Qo

1 Q2
Fig. 4.7. Triangle T

The interpolating piecewise linear cubic spline pr(z,y) is uniquely deter-
mined in the space II3(A) by the following conditions (cf. [23]):

PT(Qk) = f(Qk)> k= 07 172737

OPr(Qr) _ Of(Qx)

Ox or ' k=123,
OPr(Qy) _ f(Qx) k=123
ay ay ) ) ) )

for every T' € A.
The following theorem holds:

Theorem 3.5 (c¢f. [23]) If [ is a function four times continuously differen-
tiable in the domain 2, and pr € 113(A) is the linear piecewise interpolating
cubic spline to f, then the error of interpolation s — f satisfies the inequalities

3M@
s = flloo< =1
S1n &«
(s — f) 5M™)
=5 M= — h?,
X S1n &«
(s — f) 5M ™)
| o o< ——17,
Y S o

where o = gpnig, min{ar, Or,yr} > v >0, h = max max{l}, [, 13}
€ €
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3.7 Exercises
Question 3.1 Approximate the function
fl)=In(l+z), 0<z<2,

by a piecewise linear spline with accuracy e = 0.01. Find an approximate value

f(1.3).
Question 3.2 Approximate the function
fl)=V1+z, 0<z<2

and its first, second and third derivatives by a cubic spline with accuracy € =
0.01.

Question 3.3 Give a basis of Sa(A, 1) space. Use this basis to determine a
quadratic spline that approximates a function f(x).

Question 3.4 Write a module in Mathematica that tabulates a quadratic spline
s € So(A, 1) approzimating the function f(x).

Question 3.5 Give a basis of the space S5(A,4) of quintic splines. Use this
basis to determine a quintic spline approrimating a function f(x).

Question 3.6 Write a module in Mathematica that tabulates a quintic spline
s € S5(A,4) approzimating the function f(x).

Question 3.7 Let s € S3(A,2) be a cubic spline. Following the proof of
theorem 4.3, show that s minimizes the functional

b "
Fl9) = [ lg' @)Pdr, g€ C?a],
under the interpolation conditions:

g(x;) = f(x;), 1=0,1,...,N, g(a)=s(b)=0.
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Chapter 4

Finite Element Methods

4.1 Introduction

There is broad literature concerning the finite element methods (cf. [3], [4], [5],
[18], [26], [28], [33]). These methods are mainly based on variational princi-
ples and therefore they are associated with the Ritz and Galerkin methods. In
general, Ritz or Galerkin methods may lead to a system of algebraic equations
with full and ill-conditioned matrices. However, choosing proper coordinates,
a system of equations with a sparse and well-conditioned matrix may be ob-
tained. For such coordinates the Ritz or Galerkin method becomes a finite
element method. In fact, finite element methods are characterized by the
coordinates

D0y @1, -5 Py o5

which have a—disjoint supports, i.e., for a fixed «
supp ¢i(x) N supp ¢;j(xr) =0, when |i—j|> a.

For example, a basis of polynomial splines may have a—disjoint supports.
Therefore, polynomial splines play an important role in the theory and appli-
cations of the finite element methods.

4.2 Finite Element Method for Elliptic Equations
Let us consider the following model of an elliptic equation:
Lu= f(z), z€Q, (4.1)
with the boundary value condition
u(z) = ¢(x), x€ 0. (4.2)

Equation (4.1) represents an elliptic equation if the differential operator L is
positive definite in the Hilbert space H, i.e., there exists a constant v > 0 such

61
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that
(Lv,v) = y(v,v), v e D(L).
and D(L) = H.
By theorem 7.2, equation (4.1) is equivalent to the following variational equa-
tion:

(Lu,v) = (f,v), wve€D(L). (4.3)

In order to solve equation (4.1) by the finite element method, we define the
space of finite elements

Xni1 = span{®Pg, b1, ..., Dy},

where the basis elements ®;, + =0, 1, ..., N, have a—disjoint supports.
We find then the approximate solution

un(x) = agPo(z) + a1P1(z) + -+ - + anPn ().
in the space X1, solving the following Ritz - Galerkin system of equations:
(LUN,CI)k) = (f, cbk), k‘:O,l,...,N. (44)

The matrix form of (4.4) is:
Aa = b, (4.5)

where
a = [ao,al, ...,aN], b= [bo,bl, ...,bN], bk = (f, cbk), k= 0, 1, ...,N,

and the Gram’s matrix

(LDg, Do) (LPy, Do) (LDPo,Dy) -+ (LOn_1,P0) (LDPn, Do)
(LD, Py) (LPy,Dy) (LDPo,Dy) -+ (LON_1,Py) (LDn, D)
A= | (LD, Py) (LPy, Do) (LDo,Py) -+  (LOn_1,P2) (LDy, Do)
(LDy, Py) (LPy, Pn) (LPo,Pn) -+ (LPn_1,Pn_1) (LDyn,Py)

Because the basis elements have a—disjoint supports, therefore A is (a + 1)-
diagonal sparse matrix. Also, we note that A is non-singular Gram matrix, so
that, the approximate solution

un(x) = ag®o(z) + aiP1(x) + - + ay Py (),

where ag, aj, ..., @}, is the solution of the linear system of equations (4.5).
Error estimate. Let ey(2) = un(z) —u(z) be the global error of the method.
By theorem 7.5, the global error satisfies the inequality

llenllz = [lun — vl < Ju—nll, (4.6)
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for every n € Hp !
Let n(z) = s(x), where s is the interpolating generalized polynomial to u.
From (4.6), we obtain the global error estimate

[|un — ulle < [lu— ||z, (4.7)

in the norm of the energetic space Hy,.
Thus, the global error is determined by the error of interpolation, that is, if

the error of interpolation
lu—sllL < C B,

then the global error
||tun, — ul| < C RP. (4.8)
4.2.1 Solution of Equation —u"(z) 4+ o(x)u(z) = f(z) in the Space of
Piecewise Linear Splines.

Let us consider the equation
—u"(2) + o(z)u(z) = f(x), 0<xz<1, (4.9)

with the homogeneous boundary value conditions u(0) = 0, wu(1) =0,

where o(z) > 0 and f(x) are given continuous functions in interval [0, 1]. We
shall approximate the solution u by the finite element method using piecewise
linear splines.

The differential operator

Lu=—u +o(x)u, ueCX0,1),
is positive definite in the space Lo(0, 1), i.e., there exists v > 0 such that
(Lv,v) > ~||v|% v e CF0,1).

By theorem 7.2, equation (4.9) is equivalent to the following variational equa-
tion
1, ) 1
[ @) @)+ oteutende = [ f@m@yds,  forany € WE0,1),
(4.10)
We shall find the approximate solution

un(x) = agtho(z) + arr(x) + - +anpny(z), 0<z <1

in the space S1(A,0).
By the boundary conditions

un(0) =ap =0, and wupy(l)=ay=0.

'Hy = D(L) is the closure of D(L) in the norm || — ||
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The remaining coefficients ai, as, ...,an_1 are determined by the variational
equation

1, ) 1
[ @)@ + ot@pun(ey@ds = [ f@ieds, k=128 -1,

(4.11)
From this equation, we obtain the following system of linear equations:

> o [ @) + ol = [ feiods,  (112)

for k=1,2,..N — 1.
The matrix form of (4.12) is:
Aa = b, (4.13)

where a = (a1, as, ...,an_1)%, b= (by,ba, ..., bx_1)T 2

b = %/Olf(ar)wi(a:)da:, i=1.2 . N—1.

Here, the tri-diagonal matrix A = {A;:}, i,k = 1,2,..., N —1 has the following
entries:
2
ﬁ + 04 Zf 1= /{:,

1 ! !
Au = 7 [ W@ @) + o(@)(@)n)dr = o i ik =1,
0 if li— k| > 2.

1 1
where 0, = E/ o(x)(z)Y(z)dz.

0
The matrix A is diagonally dominant and positive definite. Therefore, A is
non-singular matrix and the unique solution aj,a},...,ay_; of (4.13) deter-
mines the approximate solution

un () = ayn(z) + ayha(x) + -+ ay P (@),

In order to solve the equation (4.9) with boundary conditions, we can use the
following Mathematica module:

Options [uxxTriDiag]={bound->{0,03}};

uxxTriDiag[f_,sigm_,a_,b_,n_,opts___]:=
Module[{all,b11,c11,f11,i,h,t,psil,psi2, boundary},
h=N[(b-a)/n]l;

2AT denotes transposed matrix A
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boundary=bound/.{opts}/.0Options [uxxTriDiag];

fO[x_]:=f[x]-sigm[x]*((boundary[[2]]-boundary[[1]])
(x-a)/(b-a)+boundary[[1]]);

t-(i-1)*h) /h;
(i+1)*h-t)/h;

psillt_,i_]:=(
psi2[t_,i_]:=(
all=Table[2/h"2+Integrate[sigm[t]*psil[t,i]"2,

{t, (i-1)#h,i*h}]/h+
Integrate[sigm[t]*psi2[t,i]72,{t,i*h, (i+1)*h}]/h,{i,1,n-1}];
bl1=Table[-1/h"2+Integrate[sigm[t]*psi2[t,i]*psil[t,i+1],

{t,i*h, (i+1)*h}]/h,{i,1,n-1}];
cl1=Table[-1/h"2+Integrate[sigm[t]*psi2[t,i]*
psillt,i+1],{t,i*h, (i+1)*h}]/h,{i,1,n-1}];
f11=Table[Integrate [fO[t]*psil[t,i]l/h,{t, (i-1)*h,i*h}]+

solveTrilaa_,bb_,cc_,ff_]:=Module[{al,be,m,x},
m=Length[aa]l;
al[1]=bb[[1]]/aal[1]];
all[i_J:=allil=bb[[i]l]/(aal[i]]-alli-1]*cc[[i]]);
bel[1]=ff[[1]]/aal[1]];
be[i_]:=be[i]=(ff[[i]]-bel[i-1]*cc[[i]l]1)/
(aal[il]-alli-1]*cc[[il]);
x [m]=be [m] ;
x[i_]:=x[il=belil-all[il*x[i+1];
Table[x[i],{i,1,m}]
1;
Print[" Approximate Solution"];
sol=solveTrilall,bll,c11,f11]+
Table[(boundary[[2]]-boundary[[1]]) (i*h-a)/(b-a)+boundary[[1]],
{i,1,n-1}1;

PrependTo[sol,boundary[[1]]]; AppendTo[sol,boundary[[2]]];
Chop[sol]

We invoke the module by the command
uxxTriDiag[f,sigm,a,b,n]
when homogeneous boundary conditions are present, and by the commad

uxxTriDiag[f,sigm,a,b,n,bound ->homogeneous]
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when non- homogeneous conditions are given.

Example 4.1 Let us solve with the module the following boundary value prob-
lem
d*u(x)
dx
with the homogeneous boundary value conditions u(0) = u(1) = 0, usingn = 10
poitnts in the interval [a, b].

+2u(z) =sinmx, 0<z<1,

We input data

n=10; a=0; b=1,;
sigm[x_]:=2;
flx_]:=Sin[Pi*x];

and execute the command
uxxTriDiag[f,sigm,a,b,n]

Then, we obtain the following list of the coefficients {ag,ay,...,a10} as the
output:

{0,0.0260703,0.0495886,0.068253,0.0802360,
0.0843651,0.080236,0.068253,0.049589,0.026070,0}

Thus, the approximate solution is:
uio(z) = 0.0260703 * 11 (x) + 0.0495886 * 1ho(x) + 0.068253 * 1)3(x)+
+0.0802360) 4 () + 0.0843651 * 15(z) + 0.080236 * 1g(x)
+0.068253 * 17(x) 4+ 0.049589 * 1g(x) 4+ 0.026070 * 19 (x)

Also, we shall solved the equatiion with the nono-hpmogeneous boundary valus
conditions u(0) = 1 and u(1) = 2, by executing the following command:

uxxTriDiag[f,sigm,a,b,n,bound->{1,2}]
Then, we obtain the list of the coefficients {ao, a1, ..., a10} as the output:

{1,1.072357,1.152386,1.238119,1.328216,1.422169,
1.520433,1.624478,1.736759,1.860596,2}

In this case, the approximate solution is the linear combination of eleven piece-
wise linear splins

uro(z) = o(x) 4+ 1.072357 * ¢y (x) + 1.152386 * 19(x) + 1.238119 * ¢3(x)+
11.328216004 () + 1.422160 5 (x) + 1.520433 * g (2)
+1.624478 * 17(x) 4+ 1.736759 * 1g(x) + 1.860596 * 1g(x) + 2 * 1h10(x).



67

Error estimate. By theorem (2.4), the global error ey = u — uy satisfies
the inequality
llenllz = [lu —un||z < [ln—ullL,

for any n € S1(A,0), where

lewlls = [ (62 + o()e ]

Let n(z) = s(z), where s(x) is the piecewise linear spline interpolating the
theoretical solution u(z). By theorem 8.4

1
s —ulle < Chllul], |ju]]= \//0 |u” [Pde (4.14)

Hence, the global error satisfies the inequality
llenllz = |lu—uyllr < C hlju"]]. (4.15)

where C' is a generic constant.

In order to obtain an estimate of ey in the norm of the space L9(0,1), we
apply the Nitsche procedure (cf. [27]). Let z € W(0,1) be the solution of
the equation

(LZ> 77) = (€N> 77)7 ne W201(07 1) (416)
Since ey € Hyp = WP'(0,1), therefore z is the solution of the equation equality
(Lz,en) = (en,en) = [len|?, (4.17)

where || — || is the norm in Ly(0,1).

Let zy € S1(A,0) be the piecewise linear spline interpolating to z.
Then, zy is orthogonal to ey, i.e.,

1 ! !
(zn,en)L = /0 [zyen + 0 zyen]dz = 0.

Thus, we have
(Lz,en) = (L(z — zn), en). (4.18)

Hence, by Cauchy’s inequality
(L(z = zn), en)| < Iz = 2nlle llenlz, (4.19)
and by inequality (4.14)
|z = 2n|lL < C h||27]]. (4.20)
Since z is the weak solution of equation (4.16), we have

1"
2l = llexy = o 2[| < llen|] + [lol] ]|2]]-
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Hence, by the inequality
Nl < (Lz, 2) = (e, 2) < |len| ]2,
we get
1
2]l < —llenl,
Y

and
12711 < Co [lex], (4.21)
where Cy =1 + %||0||
By inequalities (4.20) and (4.21)
||z — 2wl < C h|len||. (4.22)
From (4.17), (4.18) and (4.19), we get

llenl]* < |z = 2nllz [len]z- (4.23)

Finally, from (4.15), (4.22) and (4.23), we obtain the global error estimate in
the norm of the space Ly(0,1)

lenll = llu = un|| < C B?|u|l, (4.24)

where C' is a generic constant independent of h.

4.2.2 Solution of Equation —u"(z) + o(z)u(z) = f(z) in the Space of
Cubic Splines

In the previous section, we have found the solution uy € S;(A,0) of equation
(4.9) which approximates the theoretical solution u € C3(0, 1) with the global
error |u(z) —uy(z)| = O(h?). We can obtain an O(h?) accurate solution wuy of
(4.9) using cubic splines, provided that the fourth derivative u(¥ € L. (0,1).
We consider the boundary value problem

—u'(z) + o(z)u(zr) = f(x), 0 <z <1,
(4.25)
We write the equivalent variational form of the boundary value problem (4.25)
1

[ @ @) +oun@lde = [ f@ntds,  @.20)

for any n € H, = W'(0,1).
We find the approximate solution uy(x) in the space of cubic splines

S3(A,2) = span{B_1, B, ..., BN11},
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where B;(x) for 1 =—1,0,1,,..., N+1, is the base of the space S3(A, 2) given
by (3.7).
Then, we find the approximate solution in the form

un(x) =a_1B_1(x) + apBo(z) + a1 By () ... + apnBy(x) + an+1Bn11

By the homogeneous boundary conditions

un(0) = a-1B-1(0) + aoBo(0) + a1B1(z) . .. + an Bn(0) + an11B(0)n+1 = 0,

un(l) =a-1B_1(1) + apBo(1) + a1 B1(1) ... + anBn(1) + any+1B(1)ny1 = 0,
Because (see the table)

B_1(0)=1, By(0)=4, B(0)=1, B;(0)=0, i=23,...,.N+1

By.1(1)=1, Byl=4, i=Byu(1)=1, Bi(1)=0, i=-1,0,....N —2,
Hence, by the table

a_1+4ag+a; =0, a1 = —a_1 — 4ag,

ay-1+4any +any1 =0, any1 = —4ay — an,

Then, the approximate solution
un(z) = (—ay; —4ag)B_1(x) + agBo(x) + a1 Bi(x) + ...

+ an-1[By-1(z) — By + (—4any — any1) By ()
So that
un(z) = ao[Bo(x) —4B_1(z)] + a1[Bi(z) — B_1(x)] . ..

+ an-1[Bn-1(z) — Byt1(2)] + an[Bn(z) — 4By (2)])

and
un(z) = aoBo(r) +a1Bi(x) + agBa(x) + -+ +anBn(z) (4.27)
where
Bo(z) = Bo(x) — 4B-1(2), Bi(x) = Bo(x) — B-1(2),
Bix) = Bi(), i=2.3, . N—2, (4.28)

By-1(2) = By-1(z) = By1a1(w), Bw(2) = By(r) — 4By (),

In order to find the coefficients ag, ai, ..., an, we solve the variational equation

/01 Z ai[F;(I)F;C(I) + 0(2)B;(2) Bi()]dx = /01 f(2)By(x)dx, (4.29)
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for k=0,1,...,N.
The equations (4.29) can be written in the matrix form

Aa = b, (4.30)

where a = (ag, ay, ...an)’, b= (bo,by,...,bn)7,

b = —1 ' T B xr d,’]? = N
% i ’ J 717"'7 ’

and the five-diagonal matrix

*

* % X ¥
* K% X ¥
*

— —

1 1 _
has ntries x = - / [B.(2)B,(x) + o(z)Bi()Bi(x)]dx.
0
One can check that matrix A is non-singular. Therefore, the system of linear
equations (4.30) has unique solution af, aj, ...., a}, and then the approximate

solution
un(x) = agBo(x) + aiBi(x) + - - - + ay By (), (4.31)

Error estimate. As we know, the operator L is positive definite in the space
L5(0,1), and its domain D(L) = CZ(0,1). By theorem (2.4), the global error
en = u — uy satisfies the inequality

lenllz = llu —unlle < [In—ull forany ne Hy=W"(0,1). (4.32)

Let s € Xn1 be the cubic interpolating spline to u(z).
Then, from theorem 8.4, for n = s, and by (4.32), we get

Is —ulle < O RJu?], (4.33)
Combining (4.32) and (4.33), we get the error estimate
lenlle = lJu—unllL < C K [[ul], (4.34)

This estimate in the norm of the energetic space Hj leads to the following
error estimate

llenll = [lu—unl] < C A" |[u®||, (4.35)

in the norm of the space Ly(0, 1), where C' is a generic constant.
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4.2.3 Solution of Equation —Au + o(x,y)u = f(z,y) in the Space of
Bilinear Splines

Let us solve the boundary value problem

0% 0*u
_Au——w—p+0($,y)u_f($>y)> ($7y)EQ’ (436)
(. y) = 0, (z,y) € 09,

by finite element method using bilinear splines.

We assume that o(z,y) > 0 and f(x,y) are continuous functions given in the
square Q = {(z,y) : 0<x,y <1}

As it is known, the operator

Lu=—Au+ ou, u € C3(9),

is positive definite in the space L2(€2), i.e., there exists a constant v > 0 such
that
(Lv,v) > 7|[v[]%, v e GF(),

Therefore, we can use Ritz’s or Galerkin’s method to find the approximate
solution uy(z,y). Following the Galerkin’s method, let us replace equation
(4.36) by the variational equation

Judn Oudn

cudn , gucn ao= [ fndo W@ 4.37
L Geas gy towndr= [ fndo mewdi@)  (@s7)
Then, we find the approximate solution

N
UN(I,?J) = Z Clij¢z’j(if>y),
i,j=0

in the space

Xnxn = 511(A,0,0) = span{ oo, P10, ---, D1, P20, ..., Onn} C S11(A,0),

where
QSZJ(I’,:IJ) :wl(l’)wj(y)7 z?] :07 17"'7N;
and ;(x), ¥;(y) are linear splines given by formula (3.6).

Because
u(0>y):a0j:0> u(1>y):aNj:0> j:071>"'>N7
u(x,0) =ap =0, u(z,1)=any=0, i1=0,1,....N,
therefore
N-1
uy(z,y) = Z az’j¢z’j($,y)> (4.38)

4,j=1
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where the coefficients a;;, 7,7 = 1,2,..., N —1 are determined by the Galerkin
system of equations

aQSZJ 8¢TS a¢zy a¢rs B .
S, [0t St o= [roum.

i,0=1

forr,s=1,2,...., N — 1.
The matrix form of (4.39) is

Aa = b, (4.40)
where )
a Qi1
a a;
a=| 7|, a=] 7 |, i=12..,N-1,
aN-1 | aiN -1
by | bi1
b b;
b=1 2|, b=| |, i=1,2..N-1,
bN—l ] biN—l
and the tri-diagonal block matrix
Al AL 0 o0 0
A2 Az A2 .. 0 0
A= 0 A3 A3 .- 0 0
0 0 0 --- AY7) ANl

The entries of matrices A} = {A5}, Ai, = {A;}, At = {Ar,,} are
given by the following formulae:

AT = / [8¢ij Py n 0Pij Oy

o Jdr Ox Jdy 0Oy

+o0 QSZjQSTS]dQ (441)

Hence, we have

8 .
—+o05 if j=s,

3 ij
A= —§+o—;’; if li—sl=1
if sl 22,
Ay { SHoily if li-sl<1,
if sl 22,

Z:l:l_] / $ Y ¢Z Z:|:1 Y y)¢TS($ y)dQ
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One can check that matrix A is positive definite. Therefore, the system of
linear equations (4.40) has the unique solution aj;, i,j = 1,2,..., N — 1, and
then, the approximate solution

N-1

un(z,y) = Y ajé5(x,y), (z,7) € Q.

ij=1

Error Estimate. By theorem (2.4), the global error ey = u — uy satisfies
the inequality
lenllz = [lu—unllz < |In—ullL, (4.42)

for any n € W9(Q), where

ol = [ [0+ ( 22+ s

Let s(x,y) be the bilinear spline interpolating the theoretical solution u(z,y).
Then, by the theorem on interpolation, we get

|s —ullL < Ch||Aull. (4.43)
Hence, using (4.42) with 7 = s, we obtain the following error estimate:
lenllz = [lu—unllL < C h[|Aul], (4.44)

where the norm

I8l = | [(GEr + Ghpian, wewdio)

Applying the Nitsche procedure, we can get the following estimate of the global
error ey in the norm of the space Lo(2):

llenll = [lu —un|l < C A* || Aull, (4.45)

where C' is a generic constant independent of h.

4.3 Finite Element Method for Parabolic Equations.

Let us consider the following model of a parabolic equation:

ou(t, )
ot

with the initial value condition

= Lu(t,z) + f(t,z), t>0, =€, (4.46)

u(0,2) = ¢(z), x€Q, (4.47)
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and with the boundary value condition
u(t,z) =0, t>0, xe€df, (4.48)

where ¢(x) and f(¢,x) are continuous functions given for ¢ > 0 and = € ) =
{z = (1,22,...,2p) + 0< ;< i=1,2,...,p}.

We assume that the operator —L is positive definite in the Hilbert space H,
i.e., there exists a positive constant a > 0 such that

(—=Lv,v) > a(v,v) forany v e D(L), (4.49)

where the domain D(L) of L is dense everywhere in H, so that D(L) = H.
Then, the initial boundary value problem (4.46), (4.47) and (4.48) has a unique
regular solution u(t, x) in D(L). This solution satisfies the following inequality

1 t
[lul () < [Jo]] e + 2—6/ eI fIP(r)dr, >0 (4.50)
0
for certain v > 0 and € > 0.
Indeed, multiplying (4.46) by wu, we obtain
(2
ot’
Hence, by assumption (4.49) and by the Cauchy inequality
10]Jul[*(t)
2 Ot
Applying the “epsilon” inequality

) = (Luw) + (f, ).
< —a [l l2(0) + IF110) full(B), > 0.

1
lab| < ea® + 4—62, e >0,
€

we get
Ol[ul]*(t) 2 Lo
— < 2(e — t — t t>0.
L <ofe—alllullP) + o AP, 1>
Now, choosing € > 0 so small that 2(¢ — a) = —y < 0, we obtain the following
inequality:
OlJul[*(t) 2 Lo
< — t — t t>0
L0 < ) + S IIP@, ez 0,

[|ul1(0) = [lol

Hence, by integration, we get (4.50).
Finite element approach. In order to solve the equation (4.46) by a finite
element method, we replace this equation by the variational equation

(%,v)(t) = (Lu,v)(t) + (f,v)(t), forany wve Hp, t>0, (4.51)
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where Hy, is the energetic space associated with the operator L.
We shall find the approximate solution wuy, of (4.51) in the following space:

Vv = span{®q, @1, ..., P},

where the functions ®¢, 4, ..., Py have a—disjoint supports.
In order to find u;, € Vi, we solve the following equation:

(%’Uh)(t) = (Lup, vp)(t) + (fao,vn)(t),  forany v, € Vy, t>0.

(4.52)
Thus, we look for

up(t, ) = up(t)Po(x) + ur (£)P1(x) + - - - + un(t)Pn (),

where the coefficients ug(t), uy(t),...,un(t) are determined by the Galerkin
system of equations

N dur()
Z I (P, Dr) = Zur (LD,., D) +Zfr (P, Pr), k=0,1,...,N,
r=0 r=0
(4.53)
and

fn(t, ) = fo(£)@o(2) + fr()@1(x) + - - + fn () Pn ()

is the interpolating generalized polynomial to f(t,x).
Error estimate. Let

6N(t>l') = uh(tal') - u(th)
be the global error and let
zn(t, @) = up(t, ) — sn(t,x) = 20()Po(2) + 21(H)P1(2) + - - + 2n(t) Pn(2),

where
sp(t,x) = so(t)@o(x) + s1(t)P1(z) + -+ - + sy ()P (2)

is the interpolating generalized polynomial to u(t, x) for every fixed t > 0.
Then, substituting to (4.52)

up(t,x) = zp(t, z) + sp(t, x),

we obtain the following variational equation:

(%
ot’

with the initial value condition

Cbk) = (Lzh, q)k) + Rk(t, h) k= 0, 1, e N, (454)

2n(0,2) = up(0,2) — sp(0,2) =0, x €, (4.55)
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where ¢y (z) = s,(0,2) = up(0, x) is the interpolating generalized polynomial
to ¢(z) and

0z d
Rk(ta h) = (8—:’ (bk) - (szh (bk) = (Lsfh ék) + (.fh> ék) - (%> ék) (456)
Because u is the solution of the variational equation, we have
o(u—s
Rt ) = (P ) (L= 3,90+ (F — fu, Be)
Hence, by the theorem on interpolation, the term Ry(t,h) — 0 when
1
Now, let us write equations (4.54) in the matrix form.
We then have
dz(t)
A T Bz(t)+ P(t,h), z(0)=0, (4.57)
where st
P(t,h) = —A “;i) + Bs(t) + Af, t>0,
zo(t) so(t) fo(t)
z1(t) s1(1) fi(?)
= | so=| | =] Y
v (t) sn(t) fn(?)
(®o, ®o) (D1, o) (P2, Do) -+ (Pn-1,P0)  (Pn, Do)
(Po, @1) (D1, 1) (P2, ®1) -+ (Pv-1,P1) (P, Py)
A= (g, P2) (P1,P2) (P, P2) -+ (Pn_y,P2) (Py, P2) |,
(P, @n) (D1, Pn) (P2, Pn) -+ (Pn-1,Pn-1) (PN, Dw)
(LDg, Do) (LPy, Do) (LDPo,Dy) -+ (LOn_1,P0) (LDPn, D)
(LD, Py) (LPy,Py) (LDPo,Dy) -+ (LON_1,P1) (LDn, D)
B=| (L®g,®y) (LD, D) (LDPy, Do) -+ (LPy_1,D3) (LOy, D)
(LDy, Py) (LPy, Pn) (LPo,Pn) -+ (LPn_1,Pn_1) (LDn,Py)

The Gram matrix A is positive definite. Thus, A™! exists and we can write
equation (4.57) as follows:

dz(t)
dt

Multiplying both sides of the system of equations (4.58) by z(t) € H, t > 0,
we obtain

%LZOLE@ = (A7'Bz(t), 2(t)) + (A7 P(t, h), 2(t)), >0 (4.59)

= A'Bz(t)+ AT'P(t,h), 2(0) =0, (4.58)
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The matrices A~! and — B are positive definite, therefore, from (4.59) and by
(4.49), we have

dl|=|*(t)
dt
2(0) = 0.

< —2a0]|2|P(t)) + 2|[A P, B[] ||2][(2), >0, (4.60)

for a certain aqg > 0.
By the “epsilon” inequality

1 _
[Pt )| [2]1(t) < ellz]]*(t) + 4—€||A YP(t, h)| .
We can choose € > 0 such that
2(e —ap) = —v < 0.

Then, from inequality (4.60), we get

dl|=][*(t)
dt
[12[*(0) = 0.

1 _
< RAP®) + AT PE I, t =0, (4.61)

Integrating (4.61), we obtain the following inequality:
1t
I121) < 5 [ NAT PG p)IPe 0 Ddr, ¢ 0. (4.62)
€ Jo

In the most interesting cases, the norm |[|A7!|| is uniformly bounded when the

dimension N — oo. Also, the term P(t,h) — 0, since Ry(t,h) — 0 when

h = % — 0. Therefore, by (4.62),

zp(t, ) = up(t,x) — sp(t,x) — 0  when h — 0.
Because, the error of interpolation
||sp —ul||(t) — 0 when h — 0,

and
Jun —ul[(t) < |[sn —ul[(t) + [lun — sull(t), ¢ >0,

the global error
||lup, — ul|(t) — 0 when h— 0, ¢2>0,

with the rate determined by the error of interpolation.
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4.3.1 Solution of Equation u; = u,, + f in the Space of Linear
Splines.

Let us consider the one-dimensional heat equation

u(t,z)  J%u(t,x)
o Ox?

with the initial value condition

+ ft,x), t>0, 0<z<1, (4.63)

u(0,z) =¢(x), 0<z<l1, (4.64)
and with the boundary value conditions
u(t,0) =0, wu(t,1)=0, t>0. (4.65)

where ¢(x) and f(t, x) are continuous functions given for t > 0 and 0 < z < 1.
The variational equation corresponding to (4.63) is:

L Ou(t, x) L Ou(t, ) on(x)
o= |
/0 o = )
for any n € W31(0,1).
We shall find the approximate solution uy(t, ) in the space Si(A, 0) in follow-
ing form:

(t,x)n(x)ldx, t>0, (4.66)

un(t, z) = uo(t)tho(x) + ur(H)r(x) + -+ + un(t)i(z),

for every t > 0, where ¢x(z), k=1,2,..., N — 1, are linear splines given by
formula (3.6).
From the boundary conditions (4.65)

up(t,0) =up(t) =0 and wup(t,1) =un(t) =0 for t>0.

The remaining coefficients u;(t), us(t), ..., un—1(t) satisfy the Galerkin system
of equations

[ ey o = [ - 2D g i, 467

fort >0, k=1,2,....,N —1, where
fu(t,x) = f(t, o)vo(@)+f(E, z)r(z)+ -+ [t an-1)bn-1(2)+f (¢t on)Un(T).

Let us rewrite (4.67) as follows:

> 2l 1 @it

r=1

(4.68)

~1 " /1 dy,(x) dipg(x) (t,2)p(x)dx

dx dx

r=1
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for t >0, wur(0) =o(xx), k=1,2,..., N — 1.
Let us note that

2
—h if r=k,
. 3
| er@pna)de = % i k=1 (4.69)
0 otherwise
and
E 'Lf T = k‘,
L dy () di(a) ,
= . 4.70
/0 dx dx dr 7 if |r—k[=1, ( )
0 otherwise,
Thus, equations (4.68) can be written in the matrix form:
Adgt) — Bu(t)+ F(t), t<0, (4.71)
with the initial value condition
u(0) = ¢, (4.72)
where
uy (1) P(w1) Fy(t)
us(t) P(z2) Fy(t)
u(t) = ) ¢ = . ) F(t) = >
un—1(t) dn-1(TN-1) Frn_4(t)
6 1
Blt)= 7 [ fulta)on(a) do =
f(t,l’k_l) + 4(t,l’k) + f(t,l’k+1), k‘ = 1,2, ...,N — 1,
[410---00] [2—1 0---00'|
1 4 1 -« 0 0 6—1 2 -1 -« 0 0
A= o 1 4 -+ 0 0|, B=—— o -1 2 -~ 0 O
h2
o o o0 --- 1 4 o o 0 --- -1 2

The matrices A and B are positive definite, so that, the system of equations
(4.71) possesses the unique solution

uy(t), us(t), ..., un_q(t).
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which determines the approximate solution
up(t, ) = ui(t)u(z) + us()ha(x) + - -+ uy  (OPna(z), =0
Error estimate. Let en(t,z) = up(t,z) — u(t, z) be the global error and let
an(t, x) = un(t, x) = sn(t, x) = 21)ha(x) + 22(8)P2(2) + - - - + 2y 2 (H)Yn - (2),
where
sn(t,x) = s1(t)1(x) + sat)ha() + -+ - + sy_1(H)Pn-1(z)

is the interpolating linear spline to u(¢, z) for every fixed ¢ > 0.
Then, we have
sp(t) =u(t,xg), k=1,2,.... N — 1.

Substituting to (4.67),
uh(t> ZL’) = Zh(t> [L’) + Sh(t> [L’),

we obtain the following variational equation:

/01 8Zh(t’z)?/fk(at) dr — /01 _(9Zh(t,517) dwk(if) dr + Rk(t, h)’ k=1,2,.... N —1.

ot ox dx
(4.73)
with the homogeneous initial value condition
2p(0,2) = up(0,z) — 5,(0,2) =0, 0<z<1. (4.74)

Here, ¢n(z) = upn(0, ) = s5(0, z) is the interpolating linear spline to ¢(x) and

. 1 8zh(t [L’) d’l/ik( ) 1 %d’l/}k
Rt ) = /0 dx + 0o Or dx
- [ 8sh CLILL LR ‘”)wk@) ~ a2 )u(a)] do
(4.75)
The matrix form of (4.73) is
Adz(tt) — Ba(t)+ R(L,h),  =(0) =0, (4.76)
where
[ 2 ] [ Bt h)
Ry(t, h
A(t) = szt) ‘ R(Lh) = % 2(%’ ) ‘ |
Zn-1(t) Rn_i(t, h)
Because the matrix A is non-singular, (4.76) is equivalent to
dz(t) = A'Bz(t) + AT'R(t,h), 2(0) =0, (4.77)

dt
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Multiplying both sides of the system of equations (4.77) by z(t) € HY, t >0,

we obtain the following equation;

Ld|l2|P(t) _ = -
ST (A7 Bz(t),2(t)) + (AT R(t, h), 2(t), t=>0,

where
212(t) = 25(t) + 25 () + - - 4+ 254 (t).

Now, let us note that

2
A= %B 161,
h2
(Av,v) = E(Bv,v) +6(v,v) > 2(v,v),
1
A7l < =
a7 <5,
1
(A 1'U>'U) 2 6(”72])7 v E H2>

48 8
(A_IBU>'U) = (BA_%’U,A_%’U) < __(A_1U>'U) < __('U>'U)>

l2

for v € HY. Hence, by (4.78)

VD < 19 ooy + 200 ell). =0,
2(0) = 0.

and by the “epsilon” inequality
1
1Rt W] 112]1(t) < ell=]*(t) + L |1

We can choose € > 0 such that

Then, from inequality (4.79), we obtain

dl|=|*(t)
dt
[12[*(0) = 0.

1
< =AEP@) + L IRE DI, >0,

Integrating this inequality, we get

1 t
||z||2(t)§2—6/0 |R(r, b)| P Ddr > 0.

(4.78)

(4.79)

(4.80)

(4.81)
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To estimate R(t, h), we shall use formulae (4.69), (4.70) and (4.75).
Then, we have

6 6 [10= d d d
Bkt h) = E/ Z d% fk sj%wk F(t, )54k de

[ 1(t) = 28 (t) + spaa ()] = [

+[f(t> Ik—l) + 4f(t> xk) + .f(t> $k+1)]

dsg—1 dsi  dsp41
a Y T @

Ju(t, Ju(t,
= 6[—% + Agut, 2p) + f(t20)] + b2 [At% + Ao f(t, )]
h? 0*u(t ou(t,x
12 8(374&) + hz[At% + Amf(t,:l?k)] = O(hz)'
for a certain &
Hence, by inequality (4.81)
C ht
2 < _ —’\/t > .
1211 (t)_267[1 e, =20, (4.82)
or
1211(t) < Co 12, t>0, (4.83)
where
| C
CO — ﬁ.
The norm
1 N—
2l (4 / 122(¢, )| da = / Z 2)]2dx
o (4.84)

Z /0 V2 (x)dz < C B,

where C' is a generic constant.
Using the triangle inequality
un — ul[(t) < [Jun = snl[(£) + ||sn — u)|[(D),

and the inequality
s —ul|(t) < C h?, t>0,

by (4.84), we obtain the global error estimate:
l|up —ul|(t) < C A%, t>0, (4.85)

where C is a generic constant.
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4.4 Boundary Conditions

So far, we have considered homogeneous Dirichlet boundary conditions for
both elliptic and parabolic equations. Let us now study the non-homogeneous
boundary conditions

du(0 du(1
associated with the differential equation
d*u
Luz—ﬁ—l—a(z)u:f(:c), 0<z<1, (4.87)

where o(x) >0, f(z), are given continuous functions.
In order to find finite element solution

up(z) = P(r) + ; a;pi(z),

we write equation (4.87) in the variational form

/01[ A + o(x)upli(v)dr = /01 f(x)pi(x)dx, i=1,2,...,N.

 da?
Integrating by parts
L duy, do; 1 dup (1 duy (0
/0 [% dgi +a(a:)uh]¢i(:c)dz:/0 f(z)oi(x)dx + UOZE )@(1) — %()Z(;)),

fore=1,2,...,N.

The function ¥ (x) and the coordinates ¢;(x), i = 1,2, ..., N, must be chosen
according to specific boundary conditions, that is, Dirichlet’s, Neumann’s or
mixed conditions.

We shall investigate these conditions as special cases of (4.86).

Dirichlet conditions. Setting in (4.86), Ag = A1 =0 and By = B; = 1, we
get the Dirichlet conditions

up(0) = a,  up(l) =p.

These non-homogeneous conditions can easily be replaced by homogeneous
ones substituting to (4.88)

up(z) = P(r) + Z a;pi(z),

where () is a function for which ¥(0) = a, ¥ (1) = 3, and

N

vp(z) = ; a;ipx),
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is the solution of variational equation (4.88) holding the homogeneous Dirich-
let’s conditions v;,(0) = v,(1) = 0.
It is clear, from (4.88), that the homogeneous conditions must be imposed
on the coordinates ¢;(z). Thus, we have to choose ¢; € Hp, such that
$:(0) =¢;(1)=0,i=1,2,...,N.
The conditions which must be posed on the coordinates ¢;, + = 1,2,..., N, are
called essential boundary conditions, and any others are referred to as natural
boundary conditions.
Thus, the Dirichlet conditions are essential, since coordinates ¢;(z), i =
1,2, ..., N, must carry out the corresponding homogeneous conditions.
Neumann’s conditions. Setting in (4.86) A9 = A1 =1 and By = By = 0,
we get the Neumann conditions

duh(O) — duh(l) :ﬁ.

dz dx

The Neumann conditions cannot be specified arbitrarily. Data in the Neumann
problem must be compatible. Indeed, for o(z) = 0 and n(x) = 1, the equation

/Ol[;i—z;i—Zd:B = /01 f(z)n(x)dx + dZil)n(l) - dZiO)n(O), 1=1,2,...,N,

reduces to the compatibility condition

/Olf(:v)datzﬁ—a.

Dealing with the Neumann problem, we note that if u(z) is a solution of the
Neumann problem, then wu(z) + constant is also a solution of the Neumann
problem. Therefore, a condition must be set up on u(x) to normalized a unique
solution u(z).

The non-homogeneous Neumann conditions can also be replaced by homoge-
neous ones substituting to (4.88)

up(z) = P(r) + Z a;pi(z),

where () is a function that satisfies the non homogeneous Neumann condi-
tions

/

v(0)=a, v(1)=p
For example 1(z) = Hs(x) can be the Hermite’s cubic polynomial determined
by the interpolation conditions

H;3(0) = up(0), Hi(l) =wup(l), H;0)=0a, Hs(l)=0.
Then, the function

vp() = ; a;pi(z),
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satisfies the variational equation

/1[%653 + o (x)on(z)di(x)]dr =

= [ 1S 7@~ oayi(a))o(a) b + 5o(1) — a6 (0),

fore=1,2,...,N.

In the Neumann problem, we do not impose the boundary conditions on the
coordinates ¢; € Hy, 1 =,1,2,..., N, since they have been used directly in the
equation (4.89).

Mixed conditions. Setting in (4.86), Ag =0, By =1and A; =1, B; =0,
we get the mixed conditions

(4.89)

duh(l)
dx

Similarly as for Dirichlet or Neumann problems, we find the finite element
solution in the following form:

= 3.

up(0) = «a,

up(z) = P(r) + Z a;pi(z)

where () is to be chosen in a way to satisfy the mixed conditions, i.e.,

/

P0)=a, (1) =4

Then, the coordinates ¢;(z), ¢ = 1,2, ..., N, must hold the homogeneous con-
dition at z = 0, so that

$:(0)=0, i=1,2,..,N.

However, at « = 1, there is no restriction posed on ¢;(z).
In this case, the finite element solution

= ; a;ipi(x)

satisfies the variational equation

J, | Cjiat CEZ [F(2) = (@) (@))6i(x) ydo + Ben(1),

fore=1,2,..., N.
In general, non-homogeneous conditions can be replaced by homogeneous ones
using the substitution

up(z) =Y (x) +op(x), == (x1,29,...,2n5) € Q,
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where 1 € Hp, is a function holding the non-homogeneous conditions
up(z) =YP(z), x € .
and vy, is the finite element solution of the modified variational equation

(Lvp,m) = (f — L, m), ne Hyg. (4.90)

Then, the coordinates ¢; € Hy, i = 1,2,..., N, must carry out the essential
boundary conditions, while the natural conditions are used in variational equa-
tion (4.90).

Let us note that, we can easily identify the essential boundary conditions for
linear differential operators of order 2s. Then, a boundary condition is essen-
tial if it does not contain a derivative of order greater than s — 1, otherwise it
is referred to be a natural boundary condition.

For example, the Dirichlet condition u(z,y) = g(z,y), at 0€, for the Laplace
operator

I 0*u N 0*u
U= — + —
ox?  Oy?’
is essential, since s = 1 and this condition does not contain a derivative (s—1 =

du
0), while the Neumann’s condition = g(x,y), at 0f, is natural one, since
n

it contains the derivative of order s = 1.

4.5 Exercises

Question 4.1 Consider the following boundary value problem:
d2
—d—;;+3u:e_m2, 0<z <1,
u(0)=0, w(l)=0.
Give an finite element approximation of the boundary problem using

1. (a) piecewise linear splines,
(b) cubic splines.
FEstimate the error of the method in both cases (a) and (b).

Question 4.2 Use the piecewise linear splines with respect to the variable x
to approximate the following initial-boundary value problem:

0 0?
8—?:48—;—{—0%%:@ 0<x<1, t>0,
u(0,z) = sinmzx, 0<z<1,

u(t,0) =0, u(t,1) =0, t>0,
by the finite element method. Estimate the error of the method.
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